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							Introduction	
								 						(Solutions	for	Text	Book	Practice	Questions)

Chapter	 
 

01. Ans: (b)
Sol: We know that
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02. Ans: (a)
Sol:

f(t) = r(t) – r(t – 1) – u(t – 2) 

03. Ans: (a)
Sol: The convergence of Fourier transform is

along the j-axis in s-plane. 

04. Ans: (a)
Sol:
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05. Ans: (d)
Sol:

 

06. Ans: (c)

Sol:    Given x(t) = 
2ate

Fourier transform of x(t) is  
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07.  Ans: (d) 
Sol:  The EFS expression of a periodic signal x(t) 

is   x(t)  = 






n

tjn
n

0ec  

  where, 'cn' is EFS coefficient. 
 
 Apply F.T on both sides 

 X() =  






n

tjn
n

0eFTc  

 1  2() 
  tjn 0e 2( – n0) 
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 So, it is a train of impulse. 
 
08. Ans: (a) 
Sol: 1;e)j(V 2j    

 Energy = 
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09. Ans: (b) 
Sol: Parseval’s theorem is used to find the energy 

of the signal in frequency domain. 

 
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10. Ans: (a) 

Sol: 
22

T.F
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a

Aa2
)j(Fe.A)t(f
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11. Ans: (d) 
Sol: m(t) = f(t) cos2t 
 Apply Fourier transform 

 M(f) = )]2(F)2(F[
2

1
   

 
 
 
 
 
 

 
 
 
 

12. Ans: (b) 
Sol: For band limited signals,  
 S(f)  0; Wf   

 S(f) = 0; Wf   
 

13. Ans: (a) 
Sol: In a communication system, antenna is used 

to convert voltage variations to field 
variation and vice-versa. 

 

14. Ans: (d) 
Sol: Hilbert transform of f(t) is  

 H.T{f(t)} = 
t

1
)t(f


  

 It is in the terms of ‘t’. 
 

15.  Ans: (a) 
Sol:  For an ideal LPF 

 0tωjekH(f)  for B < f < B 

 )t(t2BsinckB2[H(f)]Fh(t) d
1    
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h(t) 

2Bk 

td 
t 

0 

 

 
 

 

 
 

 

 h(t)  0  for  t < 0 

 Output exists before input is applied i.e. non-

causal, which is physically impossible. 

  
  

16.  Ans: (b) 

Sol: (at) = )t(
a

1
  

 (2t) = )t(
2

1
  

 
17. Ans: (a) 
Sol: By modulation we are translating the low 

frequency spectrum into high frequency 
spectrum. 

 
18.  Ans: (a) 
Sol: We know that 
 P(dBm) = 10log(P103) 
 –10 = 10log(P103) 
 P103

 = 10–1 
 P = 10–4 = 100 W 
 
19. Ans: (a) 
Sol: x(2t) means signal time axis is compressed 

by 2  
 
 
 
     
 

 

20. Ans: (b) 
Sol: Audio frequency is between 20Hz to 20kHz 

 

21. Ans: (d) 

Sol:  Telephone channel carries voice. Voice 
frequency is between 300 Hz to 3500 Hz. So 
bandwidth is 3200Hz. So we approximately 
consider 4kHz is the bandwidth requirement 
of a telephone channel. 

 

22. Ans: (c) 

Sol: From the signal spectrum fH = 530 kHz,               
fL = 50 kHz  

 Bandwidth = fH – fL  

                    = 530 kHz – 50 kHz                 

                 = 480 kHz 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

x(t) 

t 0 

4 

5 –5 

x(2t) 

t 0 

4 

2.5 –2.5 
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01. Ans: (a) 

Sol: V(t) = Ac.cosct + 2 cosmt . cosct.  

 Comparing this with the AM-DSB-SC signal 

 A cosct + m(t).cosct, it implies that  

 m(t) = 2cosmt  Em = 2  

 To implement Envelope detection,  

 Ac  Em 

  (Ac)min = 2 

 
02. Ans: (d) 

Sol: m(t) = (Ac + Am cosmt)cosct. 

         = Ac(1 + 
cA

mA
cosmt)cosct. 

        Given  

    Ac = 2Am 

       = Ac(1 +
2

1 cosmt)cosct. 
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   PT = 18 Ps 

 
03. Ans: (a) 

Sol: m(t) = 2cos2f1t + cos2f2t 

 C(t) = Accos2fct 

 S(t) = [Ac + m(t)]cos2fct 

 S(t) = Ac[1 + 
CA

1
m(t)]cos2fct 

 Ka = 
cA

1
 

 Am1 = 2, Am2 = 1 

 1 = KaAm1 = 
CA

2
, 2 = KaAm2 = 

CA

1
 

  = 2
2

2
1    

  0.5 = 
2
c

2
c A

1

A

4
  

  AC = 20  
 
04. Ans: (c) 

Sol: m(t) = 0.2 + 0.6sin1t, ka = 1, Ac = 100 

 S(t) = Ac[10.2 + 0.6sin1t]cosct 

        = 100[0.8 + 0.6sin1t]cosct 

 Vmax = Ac[1 + ] = 100[0.8 + 0.6] = 140 V 

 Vmin = Ac[1] = 100[0.8 0.6] = 20 V 

        = 20V to 140 V 
 
05. Ans: (c) 

Sol: fC = 1 MHz = 1000 kHz 

 The given m(t) is symmetrical square wave 

of period T = 100 sec 

 

 fm = 
0T

1
=10 kHz 

 
 
 
 100sec 

	2	
           

              Objective Practice Solutions 
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fc3fm 
=970K 

fc2fm 
=980K 
 

fcfm 
=990K 

fc 
=1000K 

fc+fm 

1010K 
fc+2fm 
=1020K 

fc+3fm 
=1030K 

 
 
 
 
 
 
 
 
 

 These frequencies 980k, 1020k are not 
present because the symmetrical square 
wave it consists of half wave symmetries 
only odd harmonics are present, even 
harmonics are dismissed 

 
06.  Ans: (d)  

Sol: m(t) = sinc(200t)sinc2(1000t) 

       = sinc(200t)sinc(1000t)sinc(1000t) 
 
 
 
 
 

 
So, highest frequency component in the 
signal m(t) is 100 + 500 + 500 = 1100  

  

 BW = 2  1100 
 BW = 2200 Hz 
 
 
07. Ans: (a) 
Sol: P(t) = u(t) u(t1)  
  
 
 
 
 g(t) = P(t) *P(t) =  
  
 
 
 
    =  
 
 
 
 
 

 x(t) = 100(P(t) + 0.5g(t))cosct 

       = 100(1 + 0.5t)cosct 

       = Ac(1 + Kam(t))cosct 

 ka = 0.5, m(t) = t 

  = ka[m(t)]max 

  = 0.5 1 = 0.5 

 
08. Ans: (d) 

Sol: 




m

2

L f2

1
CR  

 So it depends on depth of modulation and 
the highest modulation frequency. 

 
09.  Ans: (b) 
Sol:  S(t) = 10cos2106t + 8cos25103tcos2106t 
 
 
 
 
 
 
 
 

 
 
 
 
 

 S(t) = 0.8 10cos2106t  

         + 0.58cos25000tcos2106t 

      = 8(1+ t50002cos
8

4
 ) cos2106t 

     = 
8

4
 = 

2

1
 = 0.5 

 
 
 
 
 
 
 
 

P(t) 

1 

0 1 

1 

0 1 

1 

0 1 

0 1 2 

g(t) 

* 

Tuned ckt 

Tuned ckt 
Carrier message 

= 1 MHz + 5 kHz 
      Gain = 0.5 

Gain = 0.8 

Carrier = 1 MHz 

 = ? 

0.5 

fcfm fC fc+fm 

0.5 

0.8 

2

AC =4 

4

AC =0.5 

500 500 0 500 0 500 100 0 100 

  
f 
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10. Ans: (d) 

Sol: Amax = 10V 

 Amin = 5V 

  = 0.1  

   = 
minmax

minmax

AA

AA




  

    = 
3

1
 = 0.33 

 AC =
2

AA minmax    

     = 
2

510 
 = 7.5 V 

 
 
 
 

 
 
 

 
 Amplitude deviation AC = 7.5

3

1
 = 2.5 V 

   2 = 0.1  Ac22 = 2.5 
   Ac2 = 25 V 
 Which must be added to attain = 17.5 

 
11.   Ans: (d) 

Sol:  Modulation index  

   = ka |m(t)|max 

 
 

tcoefficientermlinear

tcoefficientermsquare2

a

b2
ka   

 |m(t)|max =1 

 







a

b
2  

 C

2

CCSB P
2

1

2
PP

2

1
P 


  

       1
a

b
21

2
2 






  

          2
b

a
1

a

b
2   

 
12.  Ans: 0.125 

Sol: s(t) = cos (2000t) + 4cos (2400t)  

           + cos (2000t) 

 Here  4cos (2400t) is the  carrier signal. 

 cos (2000t) and cos (2000t) are the 

sideband  message signals. 

 Pc =  
2

42

 = 8 W 

 Pm = 
2

1

2

1
  = 1 W 

 
8

1

P

P

c

m   = 0.125 

 

 

 

 

 

 

 

 

 

 

 

 

A m(t) = 0 

AC(1+)=AC + Ac 
10V = 7.5 + 2.5 

AC(1– ) = AC – AC 
5V = 7.5  2.5 
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01.                  
Sol:  or m = 60% = 0.6 
 m(t) = 5cos (200t)    Am = 5; fm = 100Hz  
 c(t) = 50cos(104t)      Ac = 50; fc = 5103Hz 
 S(t) = Ac[1+Kam(t)]c(t) 
 S(t) = 50[1+Ka 5cos(200t)] cos(104t) 
 |Kam(t)|max =  
 0.6 = Ka(5) 

 
5

6.0
Ka      

 Ka = 0.12 V–1 
 S(t)  = 50[1+0.6cos(200t)] cos(104t) 
 S(t) =50cos(104t)+30cos(200t) cos(104t)       

F[cos2fct] = 
2

)ff()ff( cc 
 

 Apply Fourier transform  
 

 )BAcos()BAcos(
2

1
CosBCosA   

 
 

   
   
















100105f100105f

100105f100105f

4

30

)105f()105f(
2

50
)f(S

33

33

33

 

 
 

W1250
2

2500

2

50

2

A
P

22
C

C   

 
 

2

6.0
1250

2
.PP

22

CSB 


  

       =
2

36.0
1250  

PSB = 225;W 
 
 Efficiency  

 100
22

2





  

   100
)6.0(2

)6.0(
2

2




  

    100
36.2

36.0
  

 % = 15.25% 

02.  
Sol: fm = 103Hz 

 fc = 106 Hz 

 m = 0.4 

 Ac = 15V 

   1. 
2

m

L m1

m

CR

1




  

 
m

m1
CR

m

2

L 


  

 
33

2

L 108.0

9165.0

4.0102

)4.0(1
CR







  

   0.365msec 
 

   2. CR L  

 
12

3

L 10100

10365.0

C
R 









  

 RL   3.65M 

 RL = 3M 

 
03.   
Sol:  Modulation index = 30% = 0.3 

 
kHz9842f2

kHz4914MHz914.4ff

kHz4928MHz928.4ff

c

mc

mc





 

 fc = 4921kHz 

 Amplitude of side band = 
2

Ac
  

 
2

A3.0
75 c

   

 cA
3.0

150
   

 
V500

3

1500
Ac   

 Ac = 500V 

           

Conventional Practice Solutions 
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04.      
Sol: Amplitude modulated voltage equation is  
    tf2costf2cos1A)t(S cmc  (1) 

  Where  Ac = carrier Amplitude 
    = modulation Index 
   fc = carrier frequency 
   fm = modulating frequency 
 

 The given expression  
     t102cost102cos2.01100V 63  (2)   
 
 Compare equation (1) & (2) we get 
  Ac = 100,  = 0.2,  fm = 103 Hz, fc = 106 Hz 
    Modulation index = 0.2 
 Expanding equation  (1)  

  
    

  tff2cosA
2

1

tff2cosA
2

1
tf2cosA)t(S

mcc

mcccc




 

    Hz1010ff 36
mc   = 1001kHz 

    Hz1010ff 36
mc   = 999kHz 

      101002.0
2

1
A

2

1
c   

 

 Amplitude of the side band  10
2

1
cA  

  The amplitude of sideband 
spectral impulse = 5 

 
 
 
 
 
 
 
05.       
Sol:  Time domain equation for single tone AM 

signal can be written as 
  SAM(t) = AC[1+cos2fmt] cos2fct 

             = Accos2fct + cA

2


cos2(fc + fm)t   

   

      + cA

2


cos2(fc – fm)t  

                   

 Carrier power 
R2

A
P

2
c

c    

 Sideband power    

 PUSB = 
R8

A

R
22

A
22

c

2
c











 

 

 PLSB = 
R8

A

R
22

A
22

c

2

c











 

 

 LSBUSBCT PPPP   

             
R8

A

R8

A

R2

A 22
C

22
C

2
C 




  

             
4

A

2

A

R4

A

R2

A 22
C

2
C

22
C

2
C 




 






 


2
1

2

A 22
C  

 






 


2
1PP

2

CT  = PC
2

P 2
C  

 Total power = carrier power  
              + sideband power 

 Efficiency() = 








 






2
1P

2
P

P

P
2

C

2

C

T

SB = 
2

2

2 


 

   If 80% modulation is used, then the ratio of 
the total sideband power to the total power
 in the modulating signal is  

 2424.0
8.02

8.0

2P

P
2

2

2

2

T

SB 






                        

 

 
 

 
 

50 

5 5 5 5 

50 

0 106 106+103 106103 106+103 106 106103 
f 

(USB) 

(LSB) 

 (Carrier) 
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System 
     

system 

o/p m(t) 
k 

+ 
+ 

+ 

+  





V2 

V1 

bV2
2 

aV1
2 

A cos C t 

1 

2 

																Sideband	Modulation	Techniques	Chapter	
 
 

 
 
 

 
 
 
01. Ans: (c) 
Sol: 
 
 
 
 
 

 
 
 
 V1 = k [m(t) + c(t)] 

 V2 = [m(t) – c(t)] 

 V0 = aV1
2 – b V2

2 

    = ak2[m(t) + c(t)]2 – b[m(t) – c(t)]2 

      = ak2 [m2(t) + c2(t) + 2m(t)c(t)]  

                  b[m2(t) + c2(t) – 2m(t)c(t)] 

    = [ak2 – b]m2(t) + [ak2  b]c2(t) 

                   + 2[ak2+b][m(t)c(t)] 

 on verification if k = 
a

b
 

 S(t) = 4bm(t)c(t) DSBSC Signal 
 
02. Ans: (d) 

Sol: Given A = 10 

           m(t) = cos1000t 

         b = 1 

 B.W = ? and power = ? 

 s(t) = 4b.A cos2fct. cos2 (500)t 

       = 40.cos2fct. cos2 (500)t 

   B.W = 2 fm 

         = 2 (500) 

        = 1 kHz 

 Power = 
4

AA 2
m

2
c  

          
4

11600
  

          W400  
 
03. Ans: (c) 

Sol: Carrier = cos2 (100  106)t  

 Modulating signal = cos(2  106)t  

 Output of Balanced modulator  

             = 0.5[cos 2 (101  106)t + cos 2(99106)t] 
 

 The Output of HPF is 0.5 cos 2(101  106)t 

 Output of the adder is  

 = 0.5 cos 2 (101106) t + sin 2 (100106)t 

  = 0.5 cos 2[(100+1)106t]+ sin 2(100106)t 

          = 0.5[cos 2 (100 106)t. cos 2 (106)t  

     sin 2(100  106)t. sin 2 (106)t] 

      + sin 2(100 106)t]   

 = 0.5 cos 2 (100 106)t. cos 2 (106)t  

    + sin 2(100106)t [10.5 sin2 (106)t] 
 

 Let 0.5 cos 2 (106)t = r(t) cos (t) 

        1  0.5 sin 2 (106)t = r(t).sin (t) 
 

 The envelope is  

 r(t) = [ 0.25 cos2 2 (106)t  

                + {1 0.5 sin 2 (106)t}2]1/2 

 

        = [1.25  sin 2(106)t]1/2 

      = [
4

5
  sin 2 (106)t]1/2 

	3	
           

Objective Practice Solutions 



Postal	Coaching	Solutions	11 
  
 
   

 
	

			Hyderabad	•	Delhi	•	Bhopal	•	Pune	•	Bhubaneswar	•	Lucknow	•	Patna	•	Bengaluru	•	Chennai	•	Vijayawada	•	Vizag	•	Tirupati	•	Kolkata	•	Ahmedabad	 ACE Engineering Publications 

04.  Ans: (b) 
Sol: Output of 1st balanced modulator is   
 
 
 
 
 
 Output of HPF is  
 
 

 
 
 The Output of 2nd balanced modulator is 

consisting of the following +ve frequencies. 
 
  

 
 

 Thus,   the   spectral   peaks   occur at 2 kHz 
and 24 kHz  

 
05. Ans: (c) 

Sol: Given 

KHz02.100f,KHz100f

,Hz400f,Hz200f,Hz100f

0L

321

cc

mmm





]t)
3mfcfcos(t)

2mfcfcos(

t)
1mfcf[cos(2

mAcA
xT/)t(S





tf2cosA]T/)t(S[R/)t(S
0Lccxx   

 

)]20fcos()fffcos(

)20fcos()fffcos(

)20fcos()fff[cos(
4

AA

33Lo

22Lo

11Lo

mmcc

mmcc

mmcc
m

2
c







Detector output frequencies:  
    80Hz, 180Hz, 380Hz 
 

06. Ans: (b) 

Sol: Given  

 SSB AM is used, LSB is transmitted 

 )10f(f cLO   

 t]ff[2cos
2

AA
T/)t(S mc

mc
X   

t)10cf(2cost)mfcf(2cos
2

mAcA
XR/)t(S  





]t)f10(2cost)f10f2(2[cos
4

AA
mmc

mc 
 

 i.e., from 310 Hz to 1010 Hz 
 
 

07. Ans: (b) 
Sol: BW of Basic group = 12×4 = 48 kHz 
 BW of super group = 5×48 = 240 kHz 
 
 

08. Ans: (d) 
Sol: Given 11 voice signals 
 B.W. of each signals = 3 kHz 
 Guard Band Width = 1 kHz 
 Lowest fc = 300 kHz 
 Highest fc =  
 )kHz1(10)kHz3(11kHz300ff

lostH mc                   

                  = 343 kHz 

 
kHz340

kHz3kHz343f
Hc




  

 
 

09.  Ans: (b)  
Sol:  fm1 = 5 kHz  AM 

 fm2 = 10 kHz  DSB 

 fm3  = 10kHz  SSB 

 fm4 = 2kHz  SSB 

 fm5 = 5kHz  AM 
 fg = 1kHz 
 

 BW = (2fm1 + 2fm2 + fm3 + fm4 + 2fm5 + 4fg) 

      = 2 5 + 210 + 10 + 2 + 25 + 41 

      = 10 + 20 + 10 + 10 + 6 

      = 56 kHz 

  BW = 56 kHz 

-13 -11 -10 -9 -7 7 9 11 13 10 
f(kHz) 

-13 -11 -10 10 11 13 
f(kHz) 

0 2 3 23 24 26 
f(kHz) 
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01.           
Sol: m(t) contains {100, 200, 400} Hz. 
 The transmitted SSB signal is 

}tf2sin)t(m̂tf2cos)t(m{
2

A
cc

C        

   [ fc = 100 kHz] 
 Demodulation is done using a product mod

ulator & multiplying by 
]kHz02.100f[)tf2cos(A ccc   

     (1) c

0 c c c
c

m(t) cos(2 f t)1
V (t) A A cos(2 f t)

m̂(t)sin(2 f t)2

 
      

 

 Higher frequency term will be filtered out 
and so can be ignored for the purpose of 
determining the output of the detector 

 

    )]ft2sin()t(m̂)ft2cos()t(m[AA
4

1
)t(V cc0   

 When the upper side band is transmitted,    
f > 0 the frequencies are shifted inward  
by f. 

 V0(f) contains {99.98, 199.98, 399.98} Hz. 

    (2) For lower side band transmission f < 0 the 
frequencies are shifted outward by f             
V0(f) contains {100.02, 200.02, 400.02}Hz. 

 
02.           
Sol: Given:  
 Number of Voice inputs = 24 
 Bandwidth of each voice input fm = 4 KHz 
 FDM system using AM-SSB so band width 

(fm) = 4 kHz 
 Transmission Bandwidth = 244 = 96 kHz 
 N = 24; n = 8 
 fs = 2fm = 8 kHz 

 
2

42824

2

Nnf

2

R
Bandwidth sb 

  

                 kHz768  
 So, PCM - TDM requires more bandwidth  

than the AM-SSB-FDM system. 
 
 
 
 
 

 
 

Conventional Practice Solutions 
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														Angle	Modulation	

 2
0J  

1 

2.4 5.5 8.6 11.8  

Chapter	
 
 
 
 
 

 
 
 
01.  Ans: (a) 
Sol:  s(t) = 10 cos(20t +t2) 

 
 

dt

td

2

1
f i

i




  

  t220
2

1
fi 


  

 sec/Hz112
2

1

dt

dfi 


  

 
02. Ans: (d) 

Sol: 
2

)(JA
P

2
0

2
c

fc


  

  
 
 
  
 
 
 

 
So, J0

2() is decreasing first, becoming zero 
and then increasing so power is also behave 
like J0

2 (). 

 
03. Ans: (a) 

Sol: In an FM signal, adjacent spectral 

components   will   get   separated by  

 fm = 5 kHz 

 

 Since BW = 2(f + fm) = 1MHz   

                  =1000  103 

  f + fm = 500 kHz       

f = 495 kHz 

 The nth order non-linearity makes the carrier 

frequency and frequency deviation 

increased by n-fold, with the base-band 

signal frequency (fm) left unchanged since  

n = 3,   

  (f)New = 1485 kHz   &    

       (fc)New = 300 MHz 

  New BW = 2(1485 + 5) 103   

     = 2.98 MHz  
    = 3 MHz 
 
04. Ans: (d) 

Sol: S(t) = Ac 





n
n )(J cos2(fc + nfm)t 

 f = 3(2fm) = 12 kHz 

  = 
mf

f
 = 6 

 S(t) = 





n

mcn t)nff(2cos)6(J.5  

 fc = 1000kHz, fm = 2 kHz 
   = cos2(1008 103)t 
   = cos2(1000 + 42)103t 
 i.e., n = 4 

 The required coefficient is 5.J4(6) 

 
05. Ans: (c) 
Sol: 2fm = 4 103 
         fm = 2k 
        J0 () = 0 at  = 2.4 

          = 
m

mf

f

Ak
  2.4 = 

k2

2k f   

        kf = 2.4 KHz /V 
        at  = 5.5 

	4	
 Objective Practice Solutions 
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mf

2k4.2
5.5


    

  fm = 872.72 Hz 

 
06. Ans: (c) 
Sol:  = 6 
 J0(6) = 0.1506 ; J3(6) = 0.1148 

 J1(6) = 0.2767 ; J4(6) = 0.3576 

 J2(6) = 0.2429 ; 

 ?
P

P

T

f mf4c 


  PT =
R2

A 2
c  

 
















 




)(2

4
J)(2

3
J)(2

2
J)(2

1
J

2

)(2
0

J

R

2
C

A

mc f4fP















)(J)(J)(J

2

)(J

R

A
P 2

4
2
2

2
1

2
0

2
C

f4f
mc

5759.0

2
1
2879.0

P

P

T

f mf4c 


= 57.6 % 

 

07. Ans: (c) 

Sol: m(t) = 10cos20t  

 fm = 10 Hz 

 inserting correct signal and frequency 

  = 
10

105

f

Ak

m

mf 
  = 5 

 
 
 
 
 
 
 
 
 
 
 

 From fc to fc + 4fm pass through ideal BPF 

 Powers in these frequency components 

)(2
2J

R2

2
CA

2)(2
1J

R2

2
CA

2)(2
0J

R2

2
CA

P   

        2
4J

R1

2
CA

22
3J

R2

2
CA

2  

           

















22

2222
C

)391.0(2)365.0(2

)049.0(2)328.0(2)178.0(

R2

A
 

    = 41.17 Watts  
 
08. Ans: (d) 

Sol: Pt = 
R2

A 2
C  (R =1)  

   = 
2

100
 = 50 W 

 % Power = 
powertotal

componentsinPower
 100 

    = 100
50

17.41
  

    = 82.35% 
 
09. Ans: (d) 
Sol: In frequency modulation the spectrum 

contains fc  nf1  mf2, where n & m =               
0, 1, 2, 3………  

 

10. Ans: (c) 

Sol: Given fc = 1MHz   

                    fmax = fc + kf Am   

                  kp = 2 kf 

               kf = 




 22

k p  

                     = 
2

1
 

2

)(3JCA 
 

2

)(2JCA 
 

2

)(1JCA 
 

2

)(0JCA 
 

2

)(JA 1C 
 

2

)(2JCA 
 

2

)(3JCA 
 

fC-3fm fC-2fm fC-fm fC fC+fm fC+2fm fC+3fm 
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                = 





  56 10

2

1
10   56 105.010   

                  46 10510   

                  =   33 105010   

            = (103 + 50) k 

                  = 1050 kHz. 

      fmin = fc −kf Am 

                = 





  56 10

2

1
10   

                      56 105.010   

                    46 10510   

                  =   33 105010   

          = (103 − 50) k 

                 = 950 kHz 
 
11. Ans: (d) 

Sol: 
mf

f
   

  = 
mf

f
 

         f =  fm 

              = kp Am fm 
 
12. Ans: (c)  

Sol: Given 

  

 

 

 fc = 100  103
 Hz 

 kf = 10103Hz 

 m(t)|max = +1 , m(t)| min = –1 

  fi  = fc  f 

   = fc  kf Am  

   = 100103  10103 (m(t)) 

     = 110 kHz & 90 kHz 
 
13. Ans: (c) 

Sol: S(t) = Ac cos (2fct + kpm(t)) 
                  

 )t(
dt

d

2

1
f ii 


  

     = 
dt

d

2

1


 (2fct + kpm(t)) 

     = fc + )t(m
dt

d
k

2

1
p

 

 













4

10

1

2

k
ff

3

p
cmax

3p
c 104

2

k
f 


  

     3104
2

kHz100 



  

     = 102 kHz 

 













4

10

1
kff

3pcmin

 

     = fc – 2 kHz  
 fmin = 98kHz   

 
14. Ans: (c) 

Sol: Given,  

 S(t) = Ac cos (i(t)) 

      = Ac cos (ct +(t) ) 

 m(t) = cos (mt) 

 fi(t) = fc + 2k(fm)2 cos mt 

 
dt

)t(d

2

1
f i

i




  

i(t) 

+1 

-1 

T =10-3sec 

T/4 
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 i(t) =  2 fi(t)dt 

 dt]tcos)f(k2f[2)t( m
2

mci    

 i(t) = 2fct + (2fm)2 k 
t

tcos

m

m


  

 i(t) = ct + mk sin mt 

 
15.  Ans: (b) 

Sol: maxfmax |)t(m|Kf   

         =  10
2

100



 

       Hz
500

fmax 








  

 

16. Ans: (b) 
Sol: Given that 
 s(t) = cos[ct + 2m(t)]volts 

  )t(m2t
dt

d

2

1
f ci 


  

      tm2tf2
dt

d

2

1
c 


  

   tm
dt

d
ff ci   

 we know that fi = fc + kf m(t) 

 Here kfm(t) =   tm
dt

d
 

   tmkmaxf f  

  



 tm
dt

d
maxf  

 kHz2f   
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
17.  Ans: (a) 
Sol:  p = kp max [|m(t)|] = 1.5  2 = 3 

 f = 
  

m

f

f

|tm|maxk
 

    
1000

23000
  

  6  
 
 

18. Ans: (a) 

Sol:  Using Carson’s rule we obtain  

 BWPM = 2 (p + 1)fm = 8  1000 = 8000Hz 

 BWFM = 2 (f +1)fm = 14  1000 =14000Hz 
 
 
19. Ans: 70 kHz 
Sol:  )t(mktf2cosA)t(s pcc   

 )t(x
dt

d

2

k
ff p

ci 
  

      t102cos10t104sin
dt

d
5

2

5
k20 33 


  

     
















333

33

102t102sin10104

)t102cos10t104cos(

2

25
k20  

                                                           

    
3

)ms5.0t(i 104)104cos(
2

25
k20f 


  

 

       3104
2

25
k20 


  

 

        = 20k + 50k 
    kHz70f )ms5.0t(i   

)t(m
dt

d
 

2 

0 

–4 –4 –4 

4 2 

–4

2 

–2 

1 2 3 4 0 –1 –2 –3 

m(t) 

t(ms) 
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f 
fc– fm  

4

Ac  

fm  fc + fm  

2

Ac  

4

Ac  

S(f) 

0  

f 
fc– fm  

4

Ac  
fm  fc + fm  

2

Ac  

4

Ac  

S(f) 

0  

 
 
01. 
Sol:    
  (a)  The spectrum of AM and NBFM are 

identical except that the spectral component 
of  NBFM at frequency fc – fm is 180 out of 
phase. The difference in AM and NBFM 
can be shown through the following 
spectrums: 

 
         a.  Spectrum for AM 
 
 
 
   
 

 
 
 b.  Spectrum for NBFM 
 
 

 
 
 
 

 
 
 
 Frequency Modulation: 
 Changing the frequency of the carrier 

according to the message signal amplitude 
variations is called Frequency Modulation. 

 

 Instantaneous frequency,  
 fi(t)  =  fc + Kf m(t) 
 Kf  =  Frequency sensitivity (Hertz / Volt) 
 

 For single tone modulation 
 fi(t)  =  fc + Kf Am cos 2fm t 
 

 fi , max  =  fc + Kf Am  
 

 fi , min  =  fc - Kf Am  
      f  =  Kf Am  =  Frequency deviation 
 

 Carrier Swing (Total variation of carrier 
frequency) = 2 f 

 
 
 
 
 
 

 
 
 
 
 
 Let s(t)  =  Ac cos (t) be the FM wave 
       (t)  =  2fi t 
 d(t) / dt  =  2fi  

 
if

td

θ(t)d

π2

1
  

 
t

0

i td(t)fπ2(t)θ  

  
t

0

fc tdm(t)]K[fπ2(t)θ  

        
t

0

fc tdm(t)Kπ2tfπ2(t)θ  

  
t

0

fcc ]tdm(t)Kπ2tfπ[2cosAS(t)   

       FM signal 
 

 S(t)  =  Ac cos [ 2fc t + Kp m(t) ]        
      PM signal 
 

 

  For a single tone frequency modulation  
  m(t)  =  Am cos 2fm t 
 

  












 tf2sin
f2

AK2
tf2cosA)t(S m

m

mf
cc

      

      







 tf2sin

f

AK
tf2cosA m

m

mf
cc

 

 
 Modulation index of FM 
      

mm

mf

f

f

f

AK 
   

         << 1, Narrow band FM 

         >> 1, Wide band FM 

           

Conventional Practice Solutions Message (Modulating) signal 

Carrier signal 

FM output 

t 

t 

t 
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s(t) 

NBFM 
signal 

Ac sin (2fc t) 
 

Am sin 2fmt 

Am cos 2fmt 

Product  
Modulator 

Oscillator 

Ac cos 2fct 

90 

Ac cos 2fct 

 
+ 

 

90 

 Narrow Band FM : ( < < 1)  
 S(t)  =  Ac cos (2fc t +  sin 2fm t) 
         =  Ac [cos 2fc t . cos ( sin 2fm t )  
          sin 2fc t . sin ( sin 2fm t)] 
 When  < < 1 
 cos ( sin 2fmt)  1 
 sin ( sin 2fmt)   sin 2fmt 
          Ac cos 2fc t  Ac  sin 2fc t sin (2 fmt) 

          tff2cost)ff(2cos
2

A
tf2cosA mcmc

c
cc 




 
     t)ff(2cos

2

A
t)ff(2cos

2

A
tf2cosA)t(S mc

c
mc

c
cc 





  

     cc
c ffff

2

A
)f(S   

                 mcmc
c ffffff
4

A



  

                 mcmc
c ffffff
4

A



  

 

 B.W of NBFM  =  2 fm 

 The  spectrum  of  AM and FM  are identical  
 except that the spectral component at fc  fm  
 is 1800 out of phase.   

 Pt = Pc 






 


2
1

2

  

 

 Generation of NBFM Signal:  
 
 
 
 
                          

     
 
 

                    
  

 Wideband FM : ( > > 1) 
 S(t)  =  Ac cos (2fc t +  sin 2fm t) 
 

 Bessel function of order ‘n’ is given by  

 Jn(x) = 




 








de
2

1 )nsinx(j  

 S(t) =  Ac     





n

mcn tnffcosJ  

           n = 0, 1, 2, ……   

 S(t) = Ac J0() cos2fc t  
             + Ac J1() cos2 (fc+fm)t  

          + Ac J1() cos2(fc  fm)t  
             + Ac J2() cos2 (fc+2fm)t  
             + Ac J2() cos 2 (fc2fm)t+ ..… 
 

 tf2cos)(JA)t(S c0c   

       ]tff2costff2[cosJA mcmc1c   

              ]tf2f2costf2f2[cosJA mcmc2c   

 
 
 
 
 
 
 

 
  Theoretical bandwidth of a WBFM is ‘’. 

 

 fc = 5 kHz 
 kf = 10Hz/V 
 f(t) = 100 cos200 t  

 fm = Hz100
2

200





 

 Am = 100 
  f = kf Am =10100 = 1000 Hz 

  = modulation index =
mf

f
 = 

100

1000
 = 10 

 BW = 2( +1)fm = 2(10+1)(100)  
               = 211100 
 BW = 2.2 kHz 
 

 
    (b)  
 

 Envelope detection 
Synchronous 
Detection 

1. 

It is a simple circuit. 
Therefore it is used 
in broadcasting 
receivers  

Complex circuitry is 
required. Therefore it 
is used in point to 
point communication. 

2. 
No synchronization 
of carrier 

Synchronization of 
carrier is compulsory 

3. 
No phase and 
frequency errors 

Phase and frequency 
errors occurs 

0 fc–2fm 
fc–fm f 

fc fc+fm fc+2fm 

2

)(JA 2c 
 

2

)(JA 0c 
 

2

)(JA 1c 
 

2

)(JA 2c 
 

2

)(JA 1c 
  

S(f) 
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 Costas Receiver: 
  One of the method to obtain practical 

synchronous receiving system is costas 
receiver, suitable for demodulating 
DSBSC signals 

  This system consists of two coherent 
detectors supplied with the same input 
signal, but with individual local 
oscillator signals that are in phase and 
quadrature to each other 

  The detector in the upper path is referred 
to as the in-phase coherent detector or I-
channel and lower path referred as 
quadrature-phase coherent detector or Q-
channel 

  These two detectors are coupled together 
to form a negative feedback system 
designed in such a way as to maintain 
the local oscillator synchronous with the 
carrier wave as shown in figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Suppose that the local oscillator signal is 

of the same phase as the carrier wave, 
Accos(2fct) used to generate the 
incoming DSBSC wave. Under these 
conditions, we find the I-channel output 
contains the desired demodulated signal 
m(t), whereas Q-channel output, is zero 
due to the quadrature null effect of the 
Q-channel.  

  Suppose next the local oscillator phase 
drifts from its proper value by a small 
amount  radians. The I-channel output 
will remain essentially unchanged, but 
there will now be some signal appearing 
at the Q-channel output, which is 
proportional to sin  . This Q-channel 
output will have the same polarity as the 
I-channel output for one duration of 
local oscillator phase drift and opposite 
polarity for the opposite direction of 
local oscillator phase drift. Thus, by 
combining the I and Q-channel outputs 
in a phase discriminator (which consist 
of a multiplier followed by  a low pass 
filter). A dc control signal is obtained 
which automatically corrects for local 
oscillator phase errors. 

  

Squaring loop circuit: 
 Another method for generating a reference 

carrier from a DSBSC wave is to use a 
squaring loop as shown in figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
  The DSBSC wave is given by 
 s(t) = Accos(2fct) m(t) 
 applied to the input of the square circuit, we 

obtain 
   )t(mtf2cosA)t(y 2

c
22

c   

          tf4cos1)t(m
2

A
c

2
2
c   

S(t)= 
Accos2fct–m(t) 

Squarer
Narrow 

Band Filter 
H(f) 

Low 
Pass 
filter 

Voltage 
Controlled 
oscillator 

frequency 
divider 

by 2 

V(t) 

Phase-locked loop 

e(t) 

y(t)=s2(t) 

Carrier wave of 
frequency ‘fc’ 

 

Product 
modulator 

Low-pass 
filter 

90o 
Phase 
shifter 

Voltage  
Controlled 
oscillator 

Phase 
discriminator 

Sin(2fct+) 

cos(2fct+) 

I-channel 

Q-channel 

Demodulated 
signal 

)t(mcosA
2

1
c   

)t(msinA
2

1
c   

Product 
modulator 

Low-pass 
filter 

[DSBSC] 
Accos(2fct) m(t) 

Figure: Costas receiver block diagram 
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 The signal y(t) is next applied to a narrow 
band filter centered about 2fc. The output is 
approximately sinusoidal as given by 

 v(t) ≃  tf4cosfE
2

A
c

2
c   

 where E is the energy of the message signal 
m(t) and f is bandwidth. This signal is 
given to phase locked loop, which consists 
of multiplier, LPF and voltage controlled 
oscillator (VCO). In the PLL tracking is 
taken place and error signal e(t) becomes 
zero using VCO. The final output of PLL is 
divided by ‘2’ using frequency divider, 
which is a carrier signal with frequency ‘fc’. 
This carrier is used for the synchronous 
detector and it will not produce any phase 
and frequency errors. 

 
 

02.  
Sol:  = 0.2 
 fm = 40Hz 

 f = 80kHz = 80103 Hz 

 fL0 = ? 

 f1 = 200kHz = 2105 Hz 

 fc = 108106 Hz  

 
 
 
 
 
 
 
 f1 = fm = (0.2)(40) = 8Hz 

 21
4

3

1

nn10
8

1080

f

f








 

 4
21 10nn   

 Assuming down conversion 

 
2

c
0L2 n

f
ff   

 Where, f2 = n1f1 = n1  2 105  
 = 2n1  105 Hz 

 
2

c
20L n

f
ff   

       
2

6
5

1 n

10108
102n


  

 
2

65
21

0L n

10108102nn
f


  

       
2

69

n

10108102 
      

      
2

6

n

10)1082000( 
  

 
2

6

0L n

101892
f


  

 By assumption let, n2 = 200 

 50
200

10

n

10
n

4

2

4

1   

 6
0L 10

200

1892
f   

 MHz46.9f 0L   

 n1 = 50, n2 = 200, fL0 = 9.46 MHz 
      
03.        
Sol: Given Audio frequency    (fm) = 500Hz 
 Audio frequency voltage (Am) = 2.4V 
 Deviation (f) = 4.8KHz 
 We know that  

 Modulation index () = 
mf

f
= 

500

108.4 3
 

            = 9.6 

       
m

f A

f
K


  

 Frequency sensitivity (Kf) = 2  103 Hz/V 
 

    i)   Now Am = 7.2V 
 Deviation (f) = KfAm 
                          = 2  103  7.2 
                      f =14.4KHz 

 Modulation index () = 
mf

f
 

          = 28.8  

m(t) 
NBFM 

Frequency 
multiplier 

Frequency 
multiplier 

xc(t) 

fc f3 f1 f2= n1f1 

f1 

fLo 

f 

n1 n2 
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   ii)  Am = 10V,  fm = 200Hz 
 Deviation (f) = KfAm 
                         = 2  103  10 
                        f  = 20103 = 20KHz 

   Modulation Index () = 
mf

f
 

     = 
200

1020 3
= 100 

 
 Disadvantage of FM over AM: 

1. A much wider channel is required by 
FM, up to 10 times as large as that 
needed by AM. This is the most 
significant disadvantage of FM 

2. FM transmitting and receiving 
equipment tends to be more complex, 
particularly for modulation and 
demodulation.  So Circuit is more 
complex than AM. 

  Threshold effect is more in FM than 
AM. 

 

04.   
Sol:  Given: carrier c(t) = 10 cos ct 
 AC = 10 
 Modulating message signal m(t) = 3cosm(t) 
 Am = 3 

fc = 100 kHz 
 fm = 4 kHz 
 
 Amplitude modulation 

1. Modulation index 3.0
10

3

A

A

C

m   

2. Channel BW = 2fm = 2  4K = 8 kHz 
 

Frequency modulation 
 Given sensitivity of the frequency modulator 

to be 5 kHz/volt 

 
mf

f
  

  Frequency deviation f = Kf Am 

               = 5  103  3  

               = 15  103 

 75.3
4

15

104

1015
3

3





  

 As  > 1. This is WBFM 
 The channel Bandwidth B = 2(+1) fm 
        = 2(3.75+1)4K 
        = 38 kHz 
 
05.      
Sol:  fc = 105 MHz ;   fmax = 105.03 MHz 
        fm = 5 kHz 

(i) Frequency deviation 
  fmax = fc +f 
  f = fmax  fc  
       = 105.03  105 = 0.03 MHz = 30 kHz 
(ii)  Carrier swing = 2f = 60 kHz 

(iii) Modulating index 6
105

1030

f

f
3

3

m








  

(iv) Percentage of modulation  

 %40%100
kHz75

kHz30
%100

)f(

f

max




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																					Radio	Receivers	Chapter	
 
 
 
 
 
 

 
 
 
01. Ans: (d) 
Sol: The image channel selectivity of super 

heterodyne receiver depends upon Pre 
selector and RF amplifier only. 

 

02. Ans: (b) 
Sol: The image (second) channel selectivity of a 

super heterodyne communication receiver is 
determined by the pre selector and RF 
amplifier. 

 

03. Ans: (d) 
Sol: Given fs = 4 to 10 MHz 
         IF = 1.8 MHz 
  fsi = ? 
  fsi = fs + 2×IF 
      = 7.6 MHz to 13.6 MHz 
 

04. Ans: (a) 
Sol: Image frequency fsi = fs + 2×IF  

        = 700103 + 2(450103)  
        = 1600 kHz  
 Local oscillator frequency, fl = fs + IF 
 (fl)max = (fs)max  + IF = 1650 +450  
         = 2100 kHz  
 (fl)min  = (fs)min + IF = 550 + 450  
            = 1000 kHz  

 R = 41.4
1000

2100

f

f

C

C
22

min

max

min

max 


















l

l
 

 
05. Ans: (a) 
Sol: fs(range) = 88 - 108MHz 
 Given condition fIF < fLO, fsi>108 MHz 
 fsi = fs + 2×IF 

 fsi > 108 MHz 
 fs + 2IF > 108 MHz 
 88MHz + 2×IF > 108 MHz 
 IF > 10MHz 
 Among the given options IF = 10.7 MHz 
 

06. Ans: (a) 
Sol: Range of variation in local oscillator 

frequency is  
 fLmin = fsmin + IF  
         = 88 + 10.7 
 fLmin = 98.7 MHz 
 fLmax = fsmax  + IF 
        =108 + 10.7 
 fLmax = 118.7 MHz 
 
07.  Ans: 5 
Sol: fs = 58 MHz – 68 MHz 
 When fs = 58 MHz 
         fsi = fs + 2IF > 68 MHz 

         2IF > 10 MHz 

           IF  5 MHz 
 
08.    Ans: 3485 MHz  
Sol:   
 
 
 

 
          fIf = 15 MHz 
          fL o = 3500 MHz 

          fs  fLo = fIF 
          fs = fLo + fIF = 3515 MHz 

          fsi = image frequency = fs  2 fIF 

                                 = 3515  215 
            = 3485 MHz  

fIf 3500 3515 

fsI 
fLo 

fs 

fIf 

	5	
           

Objective Practice Solutions 
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01.   
Sol:  
 (a)  Selectivity:  Selectivity is a receiver 

parameter that is used to measure the ability 
of the receiver to accept a given band of 
frequencies and reject all others. 
Selectivity determines the adjacent-channel 
rejection of a Receiver. It is also determined 
by the response of the IF section, with the 
mixer and RF amplifier input circuits.                
It varies with the receiving frequency if 
ordinary tuned circuits are used in the IF 
section. 
 

Selectivity can be measured experimentally 
by attenuation factor and frequency of the 
same signal. 
 
The attenuation can be given as the ratio of 
the voltage required for resonance to the 
voltage required when the generator is 
tuned to the receiver’s frequency. Generally 
attenuation is expressed in decibels (dB). 
 

In the commercial AM broad cast band, 
each station’s transmitter is allocated a              
10- kHz band width. For a receiver to select 
only those frequencies which are assigned 
to a single channel, the receiver must limit 
its Bandwidth to 10 kHz. If the pass band            
is greater than 10 kHz, more than one 
channel may be received and demodulated 
simultaneously .If the pass band is less than 
10 kHz a portion of the modulating signal 
information of that channel is rejected or 
blocked from entering the demodulator. 
 

 Experimental technique: one common 
way is to simply give the bandwidth of the  
receiver at the –3dB points. This Bandwidth 
is not necessarily a good means of 
determining how well the receiver will 
reject unwanted frequencies. It is common 
to give the receiver bandwidth at two levels 

of attenuation .For example -3dB & -60 dB. 
The ratio of these two bandwidth’s is called 
the “Shape Factor”  

 

   
)dB3(Bandwidth

)dB60(Bandwidth
SF




     

     SF = shape factor (unit less)  

 
 Bandwidth (–60dB) = Bandwidth 60dB 

       below  
                           maximum signal 

                   level  
 
 Bandwidth (–3dB) = Bandwidth 3dB below 

           maximum signal  
                      level 

 
 Ideally the Bandwidth at the –3 dB and         

–60 dB points would be equal, and shape 
factor = 1. but, this is impossible receiver 
might have a  –3 dB bandwidth of 10 kHz 
and –60 dB bandwidth of 20 kHz which 
gives a SF of 2. 

 
 A radio receiver must be capable of 

separating the desired channel’s signals 
without allowing interference from an 
adjacent channel to spill over into the 
desired channel’s pass band. 

 
 

 Curve for selectivity of the receiver: 
 
 
 
 
 
 
 
 
 
 
 
 
  

Conventional Practice Solutions 
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 Sensitivity: 
It is defined as the minimum signal strength 
that should be maintained at the input of a 
receiver to get a standard output. Sensitivity 
depends up on the over all gain of an 
amplifier. If the gain of the amplifier is 
high, the sensitivity is also high. The 
sensitivity of a receiver is usually stated in 
micro volts of received signal.  The signal 
to noise ratio and the power of the signal at 
the output of the audio section are used to 
determine the quality of a received signal. 
 

In commercial AM broadcast band 
receivers, a 10-dB or more signal to noise 
ratio with 1/2 W (27 dBm) of power at the 
output of the audio section is used. 
 

For broadband microwave receivers, a 40dB 
or more signal to noise ratio with 
approximately 5mW (7dBm) of signal 
power is the minimum acceptable value. 
 

For a typical sensitivity of a commercial 
broadcast band AM receivers is 50v and a 
two way mobile radio receivers generally 
has a sensitivity bandwidth of 0.1 V and 
10V. 

 
 Curve for sensitivity of the receiver: 
 The receiver’s sensitivity is also called 

receivers threshold. The sensitivity of an 

AM receivers depends on the noise power 
present at the input to the receivers, the 
receiver’s noise figure, the sensitivity of the 
AM detector, and the bandwidth 
improvement factor of the receivers. The 
best way to improve the sensitivity of 
receivers is to reduce the noise level. This 
can be accomplished by reducing either the 
temperature or the bandwidth of the 
receivers or improving the receiver’s noise 
figure. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
  
 Fidelity: Fidelity is a measure of an audio 

signal quality. It is defined as the ability of 
the receivers to reproduce all audio 
frequencies equally in the entire tuning 
range at the output of receivers High 
fidelity or    (Hi- fi) systems are used for 
high quality output.  

 

 Ex: CD, DVD players. 
 
 It will produce an exact replica of the 

original source information. Any frequency 
phase or amplitude variations that represent 
in the demodulated waveform that were not 
in the original information signal are 
considered as distortions. 

 
There are three forms of distortion that can 
deteriorate the fidelity of a communications 
systems 
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1. Amplitude 2. Phase      3. Frequency 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 The super heterodyne receiver has a good 
gain, selectivity, sensitivity and hence it 
finds practical use. 

 

         TRF receiver has a non uniform selectivity 
hence super heterodyne receiver is preferred 

 The Block diagram of Super Heterodyne 
Receiver is shown in figure. 

 

 It consists of five sections namely, the RF 
section, the mixer section, the IF section, 
the audio detector and audio amplifier 
section. 

 

 In Super Heterodyne Receiver the RF signal 
 IF signal  AF signal 

 
 
 
 
 

 
 

1.  RF Section:  The RF amplifier internally 
consists of a pre selector and an 
amplifier stage in a single combined 
circuit. 

  The pre selector is a broad-tuned BPF 
with an adjustable center frequency that 
is tuned to the desired carrier frequency. 

  The RF amplifier must be a low noise 
amplifier which reduces the noise 
bandwidth of the receiver and provides 
the initial step reducing the overall 
receiver bandwidth to the minimum 
bandwidth required to pass the 
information signals. The RF amplifier 
determines the sensitivity of the 
Receiver. It is also called as tuned RF 
amplifier. By tuning arrangement, we are 
making the resonant frequency of the 
tuned circuit equal to the carrier 
frequency of the required channel. 

  The advantages of including RF 
amplifiers in a Receiver are 
1. Greater gain  better sensitivity 
2. Improved image frequency rejection 
3. Better signal to noise ratio 
4. Better selectivity 

 

  Heterodyne means to mix two 
frequencies together in a non linear 
device or to translate one frequency to 
another using non linear mixing. 

 
 

2.  Mixer section: The mixer stage is a non 
linear device and its purpose is to 
convert radio frequencies to intermediate 
frequency (RF-to-IF) frequency 
translation. Heterodyning takes place in 
the mixer stage and radio frequencies are 
down converted to intermediate 
frequencies. Always the local oscillator 
frequency should be greater than the 
signal frequency.  

   fl >> fs 
 
 
 
 
 
 
 
 
 

Saturation
1 dB 
compression 
point 

Third order  
distortion  
output level 

1 dB 

80 20 20
Input power 
(dBm) 

Output 
power  
(dBm) 

Curve for the Fidelity of a receiver: 
 
 

RF  
amp 

Pre  
selector 

IF amp BPF AF  
Detector 

Power 
AF 
Amp 

Local  
oscillator 

LS
 

Mixer 

RF Section IF Section 

IF 

Local  
oscillator 

fl 

fs RF 

fl+fs (up  
conversion) 

Mixer 

fl-fs (down  
conversion) 
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Product 
Modulator LPF 

1  2  

SSB 
signal 

SSB  

s(t)  

Ac cos 2fc t 

  A constant frequency difference is 
maintained between the local oscillator 
and the RF circuits. The down 
conversion is done with respect to the 
tuned circuit. Tuning means changing 
the local oscillator frequency. Mixer will 
change the carrier frequency from fs to 
fIF. The most common intermediate 
frequency used in AM broad cast 
receiver is 455 kHz 

  

3.  IF Section: IF section consists of an IF 
amplifier and BPF. Most of the receiver 
gain and selectivity is achieved in the IF 
section. IF is always lower in frequency 
than the RF because it is easier and less 
expensive to construct high-gain stable 
amplifiers for the low-frequency signals.
  IF = fl  fs 

 
Choice of IF: 

1.  If the IF is too high, poor selectivity and 
poor adjacent channel rejection. 

 

2.  A high value of IF increases tracking 
difficulties 

 

3.  If IF is very low, image frequency 
rejection becomes poorer. 

 

4.  If IF is very low, the frequency stability 
of the local oscillator should be very 
high. 

 

5.  The IF must not fall with in the tuning 
range of the Receiver. 

 

 4. Detector section: The purpose of the 
 detector section is to convert the IF 
 signals back to the original source 
 information.  The detector is generally 
 called an audio detector in the 
 broadcast       receiver      because  the 
 information signals are audio-
 frequencies. 

5.  Audio Amplifier Section: The audio 
section comprises several cascaded audio 
amplifiers. The number of amplifiers used 
depends upon the audio signal power. 

  

  (b) Demodulation of SSB signals: 
 
 
 
 
 

 
      tf2sin)t(m̂

2

A
tf2cos)t(m

2

A
)t(s c

c
c

c    

 

      tfπ2cosAtfπ2cosm(t)
2

A
(t)v ccc

c
1   

       tfπ2cosAtfπ2sin(t)m̂
2

A
ccc

c  

 

           tfπ2cosm(t)
2

A
c

2
2
c  

        tfπ2costfπ2sin(t)m̂
2

A
cc

2
c  

 

  tf4sin)t(m̂
4

A
)t(mtf4cos1

4

A
)t( c

2
c

c

2
c

1  

        )t(m
4

A
)t(

2
c

2   

Consider the locally generated signal as               
Ac cos (2fc t + ), 
 

Suppose locally generated carrier is not in 
phase with incoming SSB carrier. 

   sin)t(m̂)t(mcos
4

A
)t(

2
c

2   

  If   )t(m
4

A
)t(,0

2
c

2
o   

 

 Information is not lost 
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 Again if    = 900, (t)m̂
4

A
(t)v

2
c

2 









   0   

 Information is not lost 
 

So no Quadrature Null effect in the case of 
SSB, which is a major advantage over  DSB. 

 (c)   Multiplexing  
  Multiplexing is the process of 

simultaneously transmitting two or more 
individual signals over a single 
communication channel. Due to 
multiplexing, it is possible to increase the 
number of communication channels so that 
more information can be transmitted.  

 
         The typical applications of multiplexing              

are in telemetry, telephony satellite 
communication. 

 
  The concept of multiplexing is shown in fig. 

The multiplexer receives a large number of 
different input signals. Multiplexer has only 
one output which is connected to the single 
communication channel. The multiplexer 
combines all input signals into a single 
composite signal and transmits it over the 
communication medium. Sometimes, the 
composite signal is used to modulate a 
carrier before transmission. At the receiving 
end of communication link, a demultiplexer 
is used to sort out the signals into their 
original form.   

 
 
 
 
 
 
 
 
 
 
 
 

S.No. TDM FDM 

1. 

It is a technique for 
transmitting several 
messages on one 
channel by dividing 
time domain slots. 
One slot for each 
message 

It is a technique to 
transmit several 
messages on one 
channel, message 
signals are 
distributed in 
frequency spectrum 
such that they do 
not overlap. 

2. 

It     requires 
commutator at the 
transmitting end 
and a 
decommutator at 
the receiving end 

FDM requires 
modulator, filters 
and demodulators. 

3 

Perfect 
synchronization 
between transmitter 
and receiver is 
required. 

Synchronization 
between transmitter 
and receiver is not 
required. 

4. 

Crosstalk problem 
is not severe in 
TDM. 

FDM suffers from 
crosstalk problem 
due to imperfect 
band pass filter. 

5. 
It is usually 
preferred for digital 
signal transmission 

It is usually 
preferred for analog 
signal transmission. 

6. 
It does not require 
very  Complex 
circuitry. 

It requires complex 
circuitry at 
transmitter and 
receiver. 

 

 

02.  
Sol:  Given that, 
 Q = 40 
 Local oscillator frequency fLO = 1010 kHz 
 Input signal frequency fs = 555 kHz 
 fLO = fs + fi 
 1010k = 555k + fi 
  fi = 455 kHz 
  Image frequency fsi = fs + 2fi 
 fsi = 555 + 2455 = 555 + 910 = 1465 kHz 

  Rejection ratio 22Q1   

 Where 

 
si

s

s

si

f

f

f

f


1465

555

555

1465
 = 2.261 

  22 261.2401   

  = 90.4 

Original  
input  
signals 

Multiple 
input 
signals 

Single 
communication 

channel 

DEMUX 
MUX 
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03.   
Sol: 
 IF = Intermediate frequency = 450 kHz 
 Q = 65 
  (a) fs = tuned frequency of circuit = 1200 kHz  
 fs = 1.2MHz    
 fsi = fs + 2 IF = 1200 + 2450 = 2.1 MHz 

   = 
si

s

s

si

f

f

f

f
  

 = 178.1
1.2

2.1

15

1.2
  

 IRR = 22Q1   

 IRR = 22 )178.1()65(1  

 IRR = 76.61 
 

  (b)  fs = 20 MHz 
 fsi = fs + 2 IF 
           = 20 MHz + 20.45 
 fsi = 20.9 MHz 

 = 
9.20

20

20

9.20
 = 0.088 

 IRR = 5.81 
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P{X = 4} = 0 

P{X = xi} = 0 

4 xi x 

PX(x) 

 
 
 
 
 

 
 
 

01. Ans: (c) 

Sol: A continuous Random variable X takes 
every value in a certain range, the 
probability that X = x, is zero for every x in 
that range. 

Given 18

4)(x

X

2

e
π23

1
(x)P




  is a 

continuous Random variable therefore 
probability of the event {X = 4} is zero. 

 
 
 
 
 
 

 
 

 
02. Ans: (b) 

Sol: Given, 

 X & Y are two Random Variables  

 Y = cosx 

 f(x) = 1    
2

1
x

2

1



 

        = 0   else where 

 f(y) = ? 

 
dy

dx
)x(f)y(f   

 )y(cos
1

x 1


  

 dy
y1

11
dx

2





   

 
2y1

1

dy

dx




  

 
2y1

1
)y(f


  

 222
y ]]y[E[]y[E   

 
03. Ans: (d) 
Sol: The probability density function of the 

envelope of a sinusoidal plus narrrow band 
noise is Rician. 

 )
Ar

(I)
2

Ar
exp(

r
)r(f

202

22

2R 





  

 

04. Ans: (a) 

Sol: Given, 

 Differential equation of a system is 

 )t(x
dt

)t(dx
)t(y

dt

)t(dy
  

 Applying Fourier transform, 

 )1jf)(f(X)jf1)(f(Y   

   
jf1

jf1

)f(X

)f(Y




  

The transform function of system is a All 
pass filter 

 Sy(f) = Sx(f) 

 
05.  Ans: (a)  
Sol:      
 
 
 
 
 
 

 
 

 )f(S)f(H)f(S XX

2

YY   

 H(f) = j2f 

10–6 

f 

dt

d  

10 f –10 

										Random	Variables	&	Noise		6	Chapter	

           

Objective Practice Solutions 
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 222
f4)f(H   

 )f(Sf4)f(S XX
22

YY   
 The Noise power at the output of the LPF is 

 



10

10

YYo df)f(SN  

 



10

10

622
o df10f4N  

       = 
10

0

262 dff1042  

              = 
3

10
1042

3
62    

 
   No = 0.0263W 

 
 
06. Ans: (a) 

Sol: Given,  

PSD of Noise =
2

0  

 T = 27° C  300K  

 Pn = K.T.B 

 0 = KT 

      = 1.3810-23300 

 
2

PSD 0  

         1501038.1 23   

       
2310

207
  

 
07.   Ans: (b) 

Sol: Pn = K.T.B 

   21023001038.1
2

1 623 





    

   = 8.2810-15 W 

08. Ans: (b) 

Sol: E(X) = 
 











3

1

3

1

2

2

x

4

1
dx)x(p.x  = 1 

 E(X2) = 
3

1

33

1

2

3

x

4

1
dx)x(px










 = 7/3 

Var(X) = E(X2) – [E(X)]2 = 
3

4
1

3

7
  

 

09.  Ans: (d) 

Sol: RXX(t1, t2) = E[X(t1)X(t2)] 

         = E[Acost1Acost2] 

         = cost1cost2 E[A2]  [E [A2]= 1/3] 

            = 
3

1
cost1cost2 

 

  
 

 
 

 

 2 = 
 
12

1 2

  variance 

 E[A2] = 2 + [E[A]]2 

         = 
4

1

12

1
  

 E [A2] = 
12

4
 = 

3

1
 

 

10.  Ans: (b)   

Sol: RXY (t1, t2) = E[X(t1)Y(t2)] 

 Let t2  t1 =  

 E[(Acost1 + Bsint1)(Bcost2  Asint2)] 

  E[AB] = E[A] E[B] 

 E[AB] = 0 

 E [BA] = 0 

 E[A2] = 2 

 E[B2] = 2 

0/2

f(Hz) 

SN(f) 

PSD of Noise 
 

fA(A) 

1/2 0 1 
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 = cost1.cost2E[AB]  sint1sint2E[BA]  

              – E[A2] cost1sint2  

       + E[B2] sint1 cost2] 

 = 0 – 0  2cost1sint2 + 2sint1cost2 

 =  2(cost1sint2 + sint1cost2) 

 = – 2sin(t2t1) ( = (t2t1)) 

 =  2sin 
 

11.  Ans: (b)  

Sol: X(t) = positive frequencies required 

 E[X2(t)] and E[X(t)] 

 E[X2(t)] = 







d)(S
2

1
XX  

             =   





 


62000

2

1
400

1
= 


6400

 

 E[X(t)] = 0 

    [ The given function is periodic 
function] 

  
 
 
 
 
 
 
 

 
12.  Ans: (a) 
Sol: 

 
 
 
 
 

 
 Overall H(f) = j2f 1 

 RX() = 
2

e   
 Y(t) = X(t)*h(t) 
 |H(f)|2 = (42f2+1) 

 RXX(T) FT  SXX(f) 

 
22 fFT ee    

 Normalized Gaussian function 

 SYY(f) = |H(f)|2SXX(f) = (42f2 +1)
2fe   

 
13.  Ans: (d) 
Sol: 

 
 
 
 
 
 
 

Y(t) =  )tt(X)t(X
dt

d
d  

 Y(f) = j2f  dft2je1  X(f) 

 H(f) = 
)f(X

)f(Y
  

         = j2f( dft2je1  ) 

 
2

)f(H  = 4cos2ftd 

 SYY(f) = |H(f)|2SXX(f) 

         = 42f2(2cos(ftd))
2SXX(f) 

 At SYY(f) = 0 

       ftd = (2n+1)
dt2

1
 

 f =  
3105.02

1
1n2 

  

 f = (2n+1)103 

 f = (2n+1)f0 

 f0 = 1 kHz 
 
14. Ans: (b) 
Sol:  
 
 
 

 

SX() 

400(104) 

6 

0 9 10 11 
(103) 

N0/2 H(f)

  
  

N0/2 

x(t) 

Delay 
0.5 ms 

+ 

Y1(t) 

dt

d
 Y(t) 

+ 

+ 

H(f) = j2f 

Y(t)X(t)

+ 

 
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Uncorrelated  cov()  RXX() 2() 
 cov() = RXX()  

0nR () = 0 

 N0 sin(2) = 0, sinCx = 0; x is an 
integer 

 2 = m 

  = 
2

m , integer m = 1, 2, 3 ……. 

 

15.  Ans: (b) 

Sol:  We know that, 

      
  

 

Taking Inverse Fourier Transform  

  dfe)t(S)t(SF f2j
yy

1 




   

  



0

0

B

B

f2j0
y dfe

2

N
R  

0

0

B

B
2j

f2je

2
0N

















  

          






 





j2

ee

2

N 00 B2jB2j
0  

          )B2sin(
2

N
0

0 


  

          




0

0
00 B2

)B2sin(
BN  

 )B2(csinBN)(R 000y   
 

16.  Ans: (b) 
Sol: 
 
   
 
 

 
 
 
 
 
 

 
B2

1
ofmultiplett 21   

17. 

Sol: Since  

 y(t) = gp (t) + X(t) 2/3  
 and gp (t) and X (t) are uncorrelated, then 

      XgY CCC
p

. 

 Where Cgp() is the auto covariance of the 
periodic component and Cx() is the auto 
covariance of the random component CY() 
is the plot figure shifted down by 3/2, 
removing the DC component Cgp() and        
Cx() are plotted below 
 
 
 
 
 
 
 

 

 
 
 
 
 
 

 
 
 

  
  
 
 
  
 
 
 

 
 
 

 J 
T –T 

1.0 
Cx(J) 

0 

0.5 

J –T T 

0.5 

0 

Cgp(J) 

J 
T –T 

1.0 
Cx(J) 

0 

ACF Sx(f) F.T 

f 

0B2

4  
0B2

3  
0B2

2  
0B2

1  
0B2

1  
0B2

2  
0B2

3  
0B2

4   

Rx() 

N0B0 

t1 t2 
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 Both gp(t) and X(t) have zero mean,
 Average 
      (a)  The power of the periodic component 
 gp(t) is therefore, 

     
2/T

2/T g
2
p

0

0

0
p 2

1
0Cdttg

T

1
 

      (b) The average  power of the random 
 component x(t) is 
 E[X2(t) ] = Cx(0) = 1 
 

18. 

Sol: 

    (a) The power spectral density consists of two 
components: 

 (1)  A delta function (t) and the origin, 
       whose inverse Fourier transform is 
       one.  

 (2) A triangular component of unit 
      amplitude and width 2f0, centered at 
      the origin; the inverse Fourier 
      transform of this component is  f0 
      sinc2(f0) 

 Therefore, the autocorrelation function of 
X(t) is  

 RX() = 1+f0 sinc2 (f0) 
 

  Which is sketched below: 
 
 
 
 

 
 
 
 

 
    
 

 

    (b)  Since RX() contains a constant 
component of amplitude 1.  It follows that 
the dc power contained in X(t) is 1. 

 

    (c)  The mean-square value of X(t) is given by  

   )0(R)]t(X[E X
2   

        = 1+f0  

 The ac power contained in X(f) is 
therefore equal to f0. 

 

    (d) If the sampling rate is f0/n, where n is an 
integer, the samples are uncorrelated. 
They are not, however, statistically 
independent. They would be statistically 
independent if X(t) were a Gaussian 
process. 

 

19.  Ans: (a) 
Sol:  
 
 

 
 
 10 log10 NF = 2dB 
    log10 NF = 0.2 
            NF = 100.2 
 Noise temperature = (F – 1) To 
                             = (100.2

 – 1) 290o 
                  = 169.36 K  
 Noise power  i/p = k TeB  
     = 1.38  10–23  (169.36 + 50)  12  106 
 Noise power at o/p = (3.632  10–14)  104 
          = 3.73  10–10 watts 
 

20. Ans: 100 W  
Sol: E[x2(t)] = E[(3V(t) – 8)2]  
              = E[(9V(t)2  + 64 – 23V(t)8] 
                = E[(9V2(t)  + 64 – 48V(t)]  
            = 9E[V2(t)] + E[64] – 48E[V(t)]          

,4e4)0(RMS)]t(V[E,0)]t(V[E[ )0(52    
 ]ttancons]ttancons[E           

 E[x2(t)] = 94 + 64 = 36 + 64  
             = 100 
    

21. Ans: (b) 
Sol: 
 
 
 
 
 

TA = 50ok 

Pre amp 
NF = 2dB 
G = 40 dB 

Delay T0 
X(t)  

+ 
Y(t) 

0f

3
 

0f

2
 

0f

1
 

0f

3
 

0f

2
 

0f

1
 

1+f0 RX() 

1 
 

0 
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 Y(t) = X(t)  X(t  To) 
 ACf of o/p = Ry () = E [y(t) Y(t + )] 
 Ry () = E [(X(t)  X (t  To)] [X (t + )                     

       X (t +   To)] 
 Ry () = E [(X(t) X (t + )  X(t)X (t+ To)  
     X (t To) X(t + )  
    + X (t  To) X (t +   To)] 
 Ry () = [Rx ()  Rx (  To)  Rx ( + To)  
   + Rx ()] 
 Ry () = 2 Rx ()  Rx ( To)  Rx ( + To)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
01.   
Sol:  The auto correlation function 

       22 2/
XX eR  

 

 From the wiener-khinchin theorem auto 
correlation function and power spectral 
density form a fourier transform pair 

    fSR xx
F

xx   
 

 Where Sxx(f) is PSD (Power spectral 
density) of the signal. 

      



 deRfS f2j

XXxx  

   




  deefS f2j2/
xx

22

 

         










 




 de
f2j

2

1 2
2

 

         

 

22

1
.4

22

1
42f2j

e

2

1
2




















  

   





 

 a4

ac4b
cbtat

2

2

e
a

dte  

             
2

22

2

1
.4

f4

2 e2 



  

   222 f22
xx e2fS   

 

 Normalized average power  

  








 dfe2dfSP
222 f22

fxxavg
 

    = W1
2

2
22

2 



  
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02.  
Sol: (i)  Given values  

 Hz/V10
2

212


 

 3dB bandwidth of RC filter is 0  

  = 2(1000) 
 The frequency response of an RC low 

pass filter is H() with a 3dB cutoff 
frequency is given by 

 
0j1

1
)(H


  

 Now output Noise power N0 is given by 

   








 d)(H

22

1
)t(nEN

22
00  

 Substituting value of H() 

     0 2

0

1 1
N d

2 2
1






 

     

  

         

1

0

0

tan
1

2 2 1







 
   

  
  

 

 

 Simplifying, we get  02

1

2





  

              02

1

2



  

 00 22

1
N 


  

       W1000210
2

1 12    

     )1000(20   

       = 3.14  10–9 Watts 

       = 3140Watts 
 

(ii) Rs() = 2e–|| 

 Rn() = e–2|| 
 Rr() = E(r(t) r(t+)) 
            = R[(s(t) + n(t)] [s(t+) + n(t+]] 
    = E[s(t)s(t+)]+E[s(t)n(t+))] 
       + E[s(t+)n(t+)]+E[s(t+)n()] 
 

 Since s(t) & n(t) are statistically 
independence  

 E[s(t+)n(t)] = 0 
 E[s(t)n (t+)] = 0 
 Rr() = E[s(t) (t+)] + E[n(t)n(t+)]   
  = Rs () + Rn() 
 Rr() = 2e–|| + e–2|| 

 Rr(0) gives total power of r(t) 
  Total power = Rr(0) = 2e–0 + e–0 
        = 3W 
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01. Ans: (d) 

Sol: Output of the multiplier  

  = m(t). cosot cos(ot + )  

  =   cos)t2cos(
2

)t(m
o

 

 Output of LPF V0(t) = cos
2

)t(m
 

         m(t)θcos
2

1
  

 Power of o/p signal = 



T

2
0

T
dt(t)v

T

1
Lt  

                      dtm(t)θcos
2

1

T

1
Lt

2

T
T 










   

        







 




T

2

T

2 dt(t)m
T

1
Ltθcos

4

1  

        m
2 Pθcos

4

1
  

 

 

02. Ans: (a) 
Sol:  

 
 
 

 

 
 ni = n0  

 ni = n0 W = 1020  100  106 

 Si = 
4

L

t

10

mw1

P

P
  = 1  107 

 ni = 1020 100  106 

 
i

i

n

S
 = 

12

7

10

10




 = 105 = 50 dB 

 
i

i

n

S
 = 50 dB 

03. Ans: (b) 

Sol:  f = 75 kHz 

 fm = 15 kHz 

 4

0

10dB40
N

S









 

 
m

2

f

f
;

2

3
FOM


  

 2

i

i

0

0

2

3

N
S

N

S


















 

  
2

0
i

1

3

2

N

S
N

S








  

  
 

dB24N
S

dBi
  

 
 

04. Ans: (c) 

Sol: 
iN

S








 = 10 dB ;  FOM = 
3

1
 

 
0N

S








 = 10
3

1
  = 3.33  

 
05.   Ans: (a) 

Sol:  

 
 

 
 
 

 

 
06.  Ans: (a)   

Sol: For SSB modulation 

  4

i

i

0

0 10
N

S

N

S
   

TX RX 

Video signal 
W=100 MHz 

PL= 40 dB=104 

TX RX 

BW=10kHz 
PL= 40 dB=104 

DSB 
Pt = ? 
Audio 

0

0

n

S
=104 

Rx0

0

n

S








 

FOM=1

	7	
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 (Only SSB modulation in one sided  n/2) 

 Pt = ? 

 
0

0

i

i

n

S

n

S
  = 104 

 Si = 104  10  103  2  109 w/Hz 

 Si = 20  102 

 (Si)dB = (Pt)dB  (Pt)dB 

 (Pt)dB = (Si)dB + (PL)dB 

 Pt = SiPL = 20 102104 

  PL = 2 kW 
 

 
 

 

07. Ans: (c)  
Sol: For AM  

 FOM = )1if(
3

1
  

 
i

i

0

0

N

S

3

1

N

S






  

   
i

0

0
i N

N

S
3S 








  

                kHz10102103 94    
           = 0.6 
 

     Lit PSP   

       4106.0   
         KW6   
 
08.  Ans: (b) 

Sol: Noise figure = 
 
  P/O

P/I

SNR

SNR
 

 Nf,dB = SNRi,dB – SNR o/p,dB 

 SNRo/p,dB  = SNRI/P,dB – NfdB  

                = 37 – 3 

     = 34 dB 

 
 

 
 
 

01. 
Sol: White noise PSD is, 
 
 
 
 
 
 
 
 
 
 Output PSD = input PSD  |H(f)|2 

  
2

B
ff

2

B
f;1fH oo   

  Output PSD = input PSD ;  

2

B
ff

2

B
f oo   

 Output power 

    






















  2

B
f

2

B
f

2

B
f

2

B
f

o

o

o

o

2df
2

dfPSDoutput2  

   .WattsBB
2

2 


  

 
02. 
Sol:  Resistance of antenna Ra = 50  
 Equivalent noise resistance  
 Req = 30   

 
50

30
1

R

R
1f

a

eq   

 f = 1.6 
 f (dB) = 2.04 dB 
            = 10 log 1.6 
 f (dB) = 2.04 dB 
 te = To (f – 1) 
 But To = 290 = 17oC  
 
03.             
Sol: Given data  
         Noise resistance (Req) = 220 
         Input resistance (R) = 300 
         Bandwidth of Amplifier (B) = 6MHz 

n/2 

Conventional Practice Solutions 

2

B
fo   

2

B
fo   

2

B
fo 

 
2

B
fo 

 

|H(f)| 

fo –fo 

/2 

Gn(f) 
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         Temperature (T) = 180C = 273+18 = 2910K  
 RT = Req + R = 220 + 300v = 520 

 Noise voltage (V) = TKTBR4  

         = 23 64 1.38 10 291 520 6 10         
         = 6.89 V 

 
04.  

Sol:        321overall N/S

1

N/S

1

N/S

1

N/S

1
  

 Given that .
N

S

N

S

N

S

321





















  

 dB60
N

S

1







  

 6

1

10
N

S







  

  666
overall 10

1

10

1

10

1

N/S

1
  

 
3

10

N

S 6

overall







  

3log1010log10
3

10
log10

N

S 6
6

overall
















  

 .dB228.55771.460
N

S

overall







  
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01.  Ans: (d) 

Sol: 
n

minmax

2

VV 
  

 
n2

1
   ;   

1

2

n

n

2

1

2

2





 

 
n

3n

2 2

21.0 




 

 
8

1
1.02     

      = 0.0125 
 

02. Ans: (3)     

Sol: (BW)PCM  = 
2

fn s   

 Where ‘n’ is the number of bits to encode 
the signal and L = 2n, where ‘L’ is the 
number of quantization levels. 

 L1 = 4  n1 = 2 
 L2 = 64  n2 = 6 

 3
2

6

n

n

(BW)

(BW)

1

2

1

2    

         (BW)2 = 3 (BW)1 
 
03. Ans: (c) 
Sol: Given,  
 Two signals are sampled 

with fs = 44100s/sec and each sample 
contains ‘16’ bits 

 Due to additional bits there is a 100% 
overhead.  

 Out put bit rate =? 

 |
s

|
b fnR   

 |s
|

s f2f  = 2 [44100]   

      )eouslytansimulsampledsignalstwo(  
 n| = 2n  
 ( )bitsadditionalbyoverheadtodue  
 Rb = 4 (nfs) = 2.822Mbps 

04. Ans (c) 
Sol: Number of bits recorded over an hour  
  = Rb  3600 = 10.16 G.bits 
 
05. Ans: (c)     

Sol: 
)tW16(1tWπ4

t)Wπ(4sin
p(t)

22
  

  At 
W4

1
t   ; 

0

0

W4

1
P 








 

 Use L-Hospital Rule 

 
)t(3Wπ64Wπ4

t)Wπ(4cosWπ4
Ltp(t)Lt

23

W4

1
t

W4

1
t 




 

    














2
3

W16

1
3Wπ64Wπ4

1)(Wπ4  

    0.5
Wπ8

Wπ4





  

 
06.  Ans: 35  
Sol: Given bit rate Rb = 56 kbps, Roll of factor          

 = 0.25 
 BW required for base band binary PAM 

system 

 ]1[
2

R
BW b  kHz]25.01[

2

56
  

         = 35kHz 

 
07.  Ans: 16 
Sol: Rb = nfs = 8bit/sample  8kHz = 64 kbps 

  (BT)min =
Mlog2

R

2

b  

             
22

R

4log2

R b

2

b


  

               = 
4

64

4

Rb   

                      = 16kHz 
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08.  Ans: (b) 
Sol:  Given fs =1/Ts = 2k symbols/sec 

  If P(f) 
T.F

  p(t),        
  Condition for zero ISI is given by 

  )0(p)T/nf(P
T

1

n
s

s






 

  





n

ss T)0(p)T/nf(P  

  p(0) = area under P(f) 
 
 

 
 
 Area = k2k8.02k)4.0)(1(

2

1
2   

 p(0) Ts =  2k  
k2

1
 = 1 

  





n

s )T/nf(P = 1   

  

  
 

  The above condition is satisfied by only 
option (b) 

 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 

  1)k2nf(P
n

 




 

 

  Option (a) is correct if pulse duration is 
from –1 to + 1 

  Option (c) is correct if the transition is from 
0.8 to 1.2, –0.8 to –1.2 

  Option (d) is correct if the triangular 
duration is from –2 to +2 

 
 

09.  Ans: 200  

Sol: m(t) = sin 100t + cos 100t 

       = 2 cos [100t +  ] 

 
L

22

L

)2(2

L

VV
75.0 minmax 





  

 n24
75.0

22
L   

 So n = 2 

 f = 50 Hz so Nyquist  rate = 100 

 So, the bit rate = 100  2 =  200 bps 

 
10. Ans: (b) 
Sol: Given 

 kHz2.7fkHz6.3f
11 sm   

 kHz4.2ffkHz2.1ff
3232 ssmm    

3sss ffff
21
  

   = 12kHz 
 No. of Levels used = 1024  

  n = 10bits 

  Bit rate = nfs 

     =10  12 kHz 
     =120 kbps 

  
11. Ans: (a)     

Sol: (fs)min = (
1sf )min+ (

2sf )min  

              + (
3sf )min + (

4sf )min                 

                  = 200 + 200 + 400 + 800  
         = 1600 Hz 

 

–2 –1.2 –0.8 0.8 1.2 2 0 







n

)k2nf(P  

1 

0 

f (kHz) 

1.2 –1.2 

1 

0 

p(f) 

f(kHz) 
–0.8 0.8 
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12. Ans: (c) 

Sol: 

 

 
 

 
 

 Minimum B.W of TDM is 


N

1i
iw   

 
13.  Ans: (b)  

Sol: Number of patients = 10 

 ECG signal B.W = 100Hz 

 (Qe)max  (0.25) %Vmax 

 maxn
max V

100

25.0

22

V2



 

         2n  400 

           n  8.64 

         n = 9 

 Bit rate of transmitted data = 109200 

                    = 18kbps 

 
14. Ans: (a) 

Sol: Peak amplitude  Am 

 Peak to peak amplitude Am 

 
2


  Qe  

2


 

 PCM maximum tolerable 
2


 = 0.2% Am 

  = 
L

peaktoPeak
  

L2

m/A2
 = 

100

2.0
Am 

 ( = 
L

A2 m ) 

  L = 500 

 2n = 500 

  n = 9 

 Rb = n(fS)TDM + 9 

 fS = RN + 20%RN = RN + 0.2RN 

 fS = 1.2RN = 1.2 2 

 fS = 2.4 K samples/sec 

 (fS)TDM = 5(fS) 

           = 5  2.4 K 

           = 12 K sample/sec 
 

 Rb = (nfS) + 0.5%(nfS) 

    = (9 12k) + 
100

5.0
(912k)  

      = 108540 bps 
 
 

15. Ans: (b)         

Sol: To avoid slope over loading, rate of rise of 

the o/p of the Integrator and rate of rise of 

the Base band signal should be the same.  

  fs = slope of base band signal  

     32  103 = 125  

         = 28 Volts. 
 
16. Ans: (b) 

Sol: x(t) = Emsin2fm(t) 

 
ST


< 

dt

)t(dm
  slope overload distortion 

takes place  

 fS < Em2fm 

  



2

fS  < Emfm  ( = 0.628) 

  



2

K40628.0
 < Emfm  

 fS = 40 kHz   4 kHz < Emfm 

C1 C2……….CN 

wi 

T 
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 Check for options 

 (a) Em  fm = 0.3  8 K = 2.4 kHz 
     (4K  2.4 K) 
 (b) Em  fm = 1.5  4K = 6 kHz 
      (4K < 6 K) correct 

 (c) Em  fm = 1.5  2 K = 3 kHz 

     (4K   3K) 

 (d) Em  fm = 30  1 K = 3 kHz 

     (4K   3K) 
 
17.   Ans: (a) 

Sol: Given  

 m(t) = 6 sin (2103t) + 4 sin (4103t) 

  = 0.314 V 

 Maximum slope of m(t) = 
2

t/))t(m(
dt

d 
  

      = 2103(6) + 4103[4] = 28103 

 

18.  Ans: (c) 

Sol: Pulse rate which avoid distortion  

   )t(m
dt

d
fs   

   
314.0

1028
f

5

s


  

    fs = 280103 pulses/sec 
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01.  
Sol  
 (i)    A PCM Generator or Transmitter  
 The elements of a PCM system (i.e., transmitter, transmission path and receiver). Here we shall 

discuss the PCM generator (i.e., transmitter) from a practical point of view. Figure shows a 
practical block diagram of a PCM generator.  

 
  
 
 
 
 
 
 
  
 
 
 
 

In PCM generator of figure (1) the signal x(t) is first passed through the low-pass filter of cut-off 
frequency fm Hz. This low pass filter blocks all the frequency components which are lying above  
fm Hz. 

 
 This means that now the signal x(t) is band limited to fm Hz. The sample and hold circuit then 

samples this signal at the rate of fs. Sampling frequency fs is selected sufficiently above nyquist rate 
to avoid aliasing. i.e., fs 2fm 

 
In figure (1) the output of sample and hold circuit is denoted by x(nTs). This signal x(nTs) is 
discrete in time and continuous in amplitude. A q-level quantizer compares input x(nTs) with its 
fixed digital levels. It assigns any one of the digital level x(nTs) with its fixed digital levels.               
It assigns any one of the digital level to x(nTs) which results in minimum distortion or error.               
This error is called quantization error. Thus output of quantizer is a digital level called xq(nTs). 

  
 Now, the quantized signal level xq(nTs) is given to binary encoder. This encoder converts input 

signal to ‘v’ digits binary word. Thus xq(nTs) is converted to ‘v’ binary bits. This encoder is also 
known as digitizer.  

 
 Also, an oscillator generates the clocks for sample and hold circuit and parallel to serial converter. 

In the pulse code modulation generator discussed above, sample and hold, quantizer and encoder 
combinely form an analog to digital converter (ADC). 

 

Conventional Practice Solutions 

Low pass 
Filter with  
Cut-off freq
fc= fm 

Samples  
and hold  
(S/H) circuit continuous  

time message  
signal  

x(t) 

Bandlimiting  

    
q-level  
quantizer 

Binary 
 encoder  
(digitizer) 

Parallel to 
serial  
converter 

PCM  
output 

Timer 

fs2fm 

fs 

x(nTs) 
 
PAM  
signal  

xq (nTs) 
quantized  
PAM  

v-digits  

Digitally encoded  
Signal  

r = vfg 

Figure (1): A Practical PCM generator 
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 PCM Receiver: 
 Here we shall discuss a PCM receiver from practical point of view. Figure 2(a). shows the block 

diagram of PCM  receiver and figure 2(b). shows the reconstructed signal. The regenerator at the 
start of PCM receiver reshapes pulses and removes the noise. This signal is then converted to 
parallel digital words for each sample.  

 
 Now, the digital word is converted to its analog value denoted as xq(t) with the help of a sample 

and hold circuit. This signal, at the output of sample and hold circuit is allowed to pass through a 
lowpass reconstruction filter to get the appropriate original message signal denoted as y(t). 

 
  
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
Applications of PCM 

 Some of the applications of PCM are as under: 

  (i) In telephony (with the advent of fibre optic cables) 

  (ii)  In the space communication, space craft transmits signals to earth. Here, the transmitted power is 
very low (10 or 15W) and the distances are huge (a few million km). Still due to the high noise 
immunity, only PCM systems can be used in such applications 

     
 Regenerator  

Serial 
 to parallel  
converter 

Incoming  
PCM+ noise 
signal  

Timer sync 

fs 

Clean  
PCM 

Digital to  
analog (D/A) 
converter 

Sample  
and hold 
(S/H) circuit 

Low pass 
filter with  
fc=fm 

y(t) 

fs 

v digits 

xq(t) 

(a) 

–1/q 

1/q 

3/q 

5/q 

kTs 

xq(t) x(t) 

x(kTs) 

Figure (2) : (a) PCM Receiver (b) Reconstructed waveform  

(b)  
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Advantages of PCM 
 Following are the advantages of a PCM system: 
  (i) Very high noise immunity 
  (ii)  Due to digital nature of the signal, repeaters can be placed between the transmitter and the 

receivers. The repeaters actually regenerate the received PCM signal. This is not possible in analog 
systems. Repeaters further reduce the effect of noise 

  (iii) It is possible to store the PCM signal due to its digital nature. 
  (iv) It is possible to use various coding techniques so that only the desired person can decode the 

received signal 
 
Disadvantages of PCM: 
A PCM system has few drawbacks as under: 
  (i)  The encoding, decoding and quantizing circuitry of PCM is complex 
  (ii)  PCM requires a large bandwidth as compared to the other systems 
 
 Quantizer: A q-level quantizer compares the discrete –time input x(nTs) with its fixed digital levels. 

It assigns any one of the digital level to x(nTs) with its fixed digital levels. It then assigns any one 
of the digital level to x(nTs) which results in minimum distortion or error. This error is called 
quantization error. Thus, the output of a quantizer is a digital level called xq(nTs). 

 
 Classification of Quantization process:  
  
 
   
 
 
  
 
 
 
 

 
 
 The quantization process can be classified into two types as under: 
 (i) Uniform quantization  
 (ii) Non-uniform quantization  
 This classification is based on the step size. 
 
 (i)  Uniform Quantizer  
        A uniform quanitzer is that type of quantizer in which the ‘step size’ remains same throughout 

      the input range.  
 

(ii) Non Uniform Quantizer  
      A non-uniform quantizer is that type of quantizer in which the step-size varies according to the 
      input signal values.  

Quantization 

Uniform quantization Non-uniform quantization 

Midtread type Midrise type 

Figure (3) : Classification of quantization process 
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 A uniform Quantizer 
A quantizer is called as an uniform quantizer if the step size remains constant through out the 
input range.  

 
 Types of uniform quantizer  
 There are two types of uniform quantizer as under: 
 (i)  symmetric quantizer of the mid-tread type 
 (ii) symmetric quantizer of the midrise type. 
 

Basically, quantizer can be of a uniform or non-uniform type. In a uniform quantizer, the 
representation levels are uniformly spaced. Otherwise, the quantizer is non-uniform. Now, let us 
consider only uniform quantizers.  
The quantizer characteristics can also mid-tread or midrise type. figure 4(a). shows the input-
output  characteristics of a uniform quantizer of the mid-tread type, which is so called because. 
The origin lies in the middle of tread of the staircase like graph. Figure 4(b). shows the 
corresponding input-output characteristics of a uniform quantizer of the midrise type, in which 
the origin lies in the middle of a rising part of the stair case like graph. It may be noted that both 
the mid-tread and mid-rise types of uniform quantizer illustrated in figure (4). are symmetric 
about the origin.  

  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Quantization error = 
 

12

sizestep

12

22




 

 
q

x2 max   

0 
1 2 3 4 

1 

2 

3 

4 

–1 –2 –3 
–1 

–2 

–3 

–4 

Input  
level 
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(b) 

–4 0 1 2 3 4 

1 

2 

3 

4 

–1 –2 –3 
–
1 –
2 –
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4 

Input  
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output  
level 

(a) 

figure (4) Two types of uniform quantization: (a) Mid-tread, and (b) Midrise 



Postal	Coaching	Solutions	47 
  
 
   

 
	

			Hyderabad	•	Delhi	•	Bhopal	•	Pune	•	Bhubaneswar	•	Lucknow	•	Patna	•	Bengaluru	•	Chennai	•	Vijayawada	•	Vizag	•	Tirupati	•	Kolkata	•	Ahmedabad	 ACE Engineering Publications 

 It can be reduced.  

 (1) By reducing  the step size 

 (2) By increasing the level of quantizer  

     (3) By reducing the amplitude range. 

                  
 

  (ii) 20log10 10 














N

S

N

S

dB

 

 100
N

S
  

 
 (i) xmax = 3.8V 

 P = 30 mW 

 
2
max

V2

x

2.P3

N

S
  

V2

2
max

2.3

x

N

S
P 






  

 
 

V
P

2

2
3

2.3

8.3
1001030    

 
 

3

2
V2

10303

8.3100
2 


  

  
2

1

2V

103

8.310
2 







   

 
3

380
2V   

 V = log2 126.66 

 V = 6.98  7 bits 

  V = 7  bits 

 
02.  
Sol:  The samples of a signal are highly correlated with each other. This is because the signal does not 

change fast. This means that its value from present sample to next sample does not differ by large 
amount. The adjacent samples of the signal carry the same information with a little difference. 
When these samples are encoded by a standard PCM system, the resulting encoded signal contains 
some redundant information. To overcome this redundancy, DPCM is used.  
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 Differential Pulse Code Modulation (DPCM) Transmitter 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

          Working Principle: 
 The DPCM works on the principle of prediction, the value of the present sample is predicted from 

the past samples.  The prediction may not be exact but it is very close to the actual sample value. 
The sampled signal is denoted by x(nTs) and the predicted signal is denoted by  snTx̂ .               

The comparator finds out the difference between the actual sample value x(nTs) and predicted 
sample value  snTx̂ .  This is known as Prediction error and it is denoted by e(nTs). It can be 

defined as, 
 

   e(nTs) = x(nTs) –  snTx̂ ….. (1) 
 

 The error is the difference between unquantized input sample x(nTs) and prediction of it  snTx̂ .  

The predicted value is produced by using a prediction filter.  The quantizer output signal gap 
eq(nTs) and  previous prediction is added and given as input to the prediction filter.  This signal is 
called xq(nTs). The prediction is more close to the actual sampled signal. The quantized error 
signal eq(nTs) is  very small and can be encoded  by using small number of bits.  Thus number of 
bits per sample are reduced in DPCM. 

 The quantizer output can be written as,  
 

   eq(nTs) = e(nTs) + q(nTs)  ….. (2) 
 
 

 Here, q(nTs) is the quantization error. The prediction filter input xq(nTs) is obtained by sum  snTx̂  

and quantizer output i.e., 
 

   xq(nTs) =  snTx̂  + eq(nTs)  ….. (3) 
 
 

 substituting the value of eq(nTs) from equation 2 in equation 3, we get,  
 

   xq(nTs) =  snTx̂ + e(nTs) + q(nTs)     

x(nTs) 

e(nTs) eq(nTs) 

 snTx̂  

Prediction 
filter 

Quantizer Encoder DPCM 
signal 

xq(nTs) 

+ 

+ 

+ 

 
 

 

Sampled 
Input 

Fig: A Differential PULSE CODE MODULATION Transmitter. 
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Equation 1 is written as, 
    e(nTs) = x(nTs) –  snTx̂    

      e(nTs) +  snTx̂  = x(nTs)    

    xq(nTs) = x(nTs) + q(nTs)  
 
       This equation does not depend on the prediction filter characteristics.  
 Hence, the quantized version of the signal xq(nTs) is the sum of original sample value and 

quantization error q(nTs).  The quantization error can be positive or negative.  
 
 DPCM receiver: 
 The decoder first reconstructs the quantized error signal from incoming binary signal.               

The prediction filter output and quantized error signals are summed up to give the quantized 
version of the original signal. 

 
   Thus the signal at the receiver differs from actual signal by quantization error q(nTs), which is 

introduced permanently in the reconstructed signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 Table: Comparison between PCM and Differential Pulse Code Modulation 
 
 

S.No. 
Parameter of  
comparison 

  Pulse Code 
  Modulation (PCM) 

  Differential Pulse Code 
  Modulation (DPCM) 

1. 
Number of bits. 
 

  It can use 4, 8 or 16 bits 
  per sample 

 Bits can be more than one but  less 
 than PCM 

2. 
Levels and step 
size 

The number of levels depend on 
number of bits. Level size is 
kept fixed 

 Here, fixed number of levels are used. 

 
3. 
 

Transmission 
Band width 
 

Highest bandwidth is required 
since number of bits are high 

 Bandwidth required is lower than 
PCM. 

 
 

Prediction 
filter 

Decoder 

DPCM 
signal + 

+ 
 

Output  

Fig: DPCM receiver 
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03.   
Sol: Here an accuracy is given an  0.1%. this means that the quantization error must be  0.1% or the 

maximum quantization error must be  0.1%. 
 Thus, max =  0.1% =  0.001 
 We know that the maximum quantization error for an uniform quantizer is expressed as  

 
2max


  

 001.0
2



 

 Therefore,  = 0.002 
 We know that the step size, number of quantization levels and maximum value of the signal are 

related as  

 
Q

x2 max  ------------------- (1)  

 Given volts10xmax   
 

 From equation (1) 

 
Q

102
002.0


  

 Q = 10000 
 
  (i) The maximum frequency in the signal is given as 100Hz, i.e,  
 fm = 100Hz 
 by sampling theorem minimum sampling frequency should be  
 fs  2fm 

fs  2100 
 fs  200Hz 
 

  (ii) We know that minimum 10,000 levels should be used to quantize the signal. If binary PCM is used, 
then number of bits for each samples may be calculated as under i.e.,  

 q = 2V 
 Here, V = bits in PCM 
 Q = number of levels.  
 10000 = 2V 
 log1010000 = V log102 

 288.13
log

log
V

2
10

10000
10   

 V = 14 bits 
 

  (iii) The bit rate or signalling rate is expressed as  
 r  vfs 
 r  14200 
 r  2800 bps 
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  (iv)  the transmission bandwidth for PCM is expressed as  

 
2

r
BW   

2

2800
BW   

 Hz1400BW   
 

04.  
Sol: Regenerative Repeater: 
 A digital communication system is more robust to the noise and distortion. The main reason for the 

superiority of digital systems over analog is the viability of regenerative repeaters. Repeater 
stations are placed along the communication path of a digital system at distances short enough to 
ensure that noise & distortion remain within limit. 

 At each repeater station, the incoming pulses are detected & new clean pulses are transmitted to 
the next repeater station with repeaters, we can transmit signals over longer distances with higher 
accuracy. 

 On the other hand, the distance in analog communication is limited by the transmitted power. 
 An amplifier strengthen the applied signal upto some extent i.e., an amplifier multiplier the signal 

with a fixed gain, where as a repeater, the values are saturated i.e., the output values can be logic 1 
or logic 0 respective levels. 

 

 Below figure shows the block diagram of regenerative repeater. 
 

 
 
 
 

 

 
 Repeaters are actually amplifiers with suitable frequency response characteristics, placed at the 

regular intervals along the transmission channel. 
 

 Repeater: 
 The repeaters are used in a digital link are necessarily regenerative, i.e., they amplify as well as 

regenerate the error free transmitted signal from distorted and attenuated received signal through a 
decision device at the receiver end. 

 Three basic functions are performed by regenerative repeater as follows. 
 (i)   Reshaping of the incoming pulse train using an equalizing fitter. 
 (ii)  Extracting necessary timing information for sampling 
 (iii) Decision making based on the state of transmission from sampled values. 
 

 Equalizer: 
 The function of equalizer is to shape the received pulse so as to compensate the phase and 

amplitude distortion by the transmission channel. 
 An equalizer is a filter that compensates for the dispersion effect of the transmission channel. 
 

 Timing circuit: 
 Timing circuit produces train of pulses in order to take decision at regular intervals i.e., bit 

duration (tb). 

Amplifier 
       & 
Equalizer 

Regenerator 

Timing 
circuit 

Decision 
levels 
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Compressor 
Uniform  
Quantizer Expander 

Output Input 

05.  
Sol: Companding is non uniform quantization. It is required to improve the signal to quantization noise 

ratio of weak (or) low level signals. 

 The quantization noise is given by N .
12

2
q  In the uniform quantization, once the step size is 

fixed, the quantization noise power remains constant but the signal power is not constant which is 
proportional to the square of signal amplitude. Hence signal power will be small for weak signal, 
but quantization noise power remains constant. Therefore, the signal to quantization noise for the 
weak signals is very poor. This will affect the quality of signal. The remedy is to use companding. 
Companding is a term derived from two words i.e., Compression and expansion. It is the process 
of compressing and then expanding. 

 
   
 
 With companded systems, the higher amplitude analog signals are compressed before the 

transmission and then expanded in the receiver. Companding is a means of improving the dynamic 
range of a communication systems and increasing the SQNR for low level signals. 

 

 Analog Companding:  
 In the transmitter of PCM, the dynamic range of the analog signal is compressed, sampled and then 

converted to a linear PCM code. In the receiver of  PCM, the PCM code is converted to a PAM 
signal, filtered and then expanded back to its original dynamic range.  

 

 There are two methods of analog companding being used that closely approximate a logarithmic 
function and are often called log-PCM codes.   

 The two methods are  
 1.  - law.    2. A-law.  
 

  1.    - law: The compression characteristics for law is  

       
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 It is the process of compressing and then expanding. 
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 V max = maximum uncompressed analog input amplitude (V) 

 V in  = amplitude of the input signal at a particular instant of time (V) 
   = Parameter used to define the amount of compression (unit less). 
 V out = compressed output amplitude.  
 

 It is mainly used in USA and JAPAN. 
 

 For example 8 bit code 
 )2550(25628   255  
 For Early Bell System 7 bit code 100  
 

 The minimum dynamic range of voice transmission is 40dB. For a relatively constant SQNR and 
40dB dynamic range,  

 a 100  is required.  

   law is linear at low levels, |V |out <<1 and logarithmic at high input levels  |V| out  >>1. 

 
  2.  A-Law Companding:  The compression characteristics for A-Law Companding is              
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
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

1
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inmax
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inmax

in
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out         

               

 ‘A’ is the compression coefficient and the practical value of A  = 87.56. 
 For a special dynamic range, A law companding has a slightly flatter SQNR than  - law  
 A-law companding is inferior to  - law in terms of small signal quality (idle channel noise).  
 It is mainly used in INDIA & EUROPE, the ITU - T has established an approximate true 

logarithmic companding.  
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With compression 

Without 
 compression 

V1max  input(V1) 

V2min 

V1min 

output(V2)  

V2max 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Advantages of Companding 

1. Companding improves the S/N ratio in voice circuits up to 25 dB 
2.  SQNR is more uniform for all signal levels. 
3.  The process of non-uniform quantization is based on the method of companding   
4. The use of non-uniform quantization leads to increase in SNR for low level signal. 
5. A non-uniform quantizer is basically a compressor followed by uniform quantizer 

0 

SQNR 

Input signal power 

Fig: Without Compression 

0 

SQNR 

Input signal power 

Fig: With Compression 
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														Bandpass	Data	Transmission	
 

Chapter	
 
 
 
 
 
 

 
 
01. Ans: (c)     
Sol: (BW)BPSK = 2fb = 20 kHz         
        (BW)QPSK = fb = 10 kHz  
 

02. Ans: (b)     
Sol: fH = 25 kHz ;  fL = 10 kHz   
        Center frequency   

    = 





 

2

1025
 kHz  

    = 17.5 kHz 
        Frequency offset,  

         = 2 (25  17.5)  103 

            = 2 (7.5)  103  

           = 15  103 rad/sec. 

       The two possible FSK signals are 
orthogonal, if 2T = n 

  2(15)  103  T = n 

  30  103  T = n (integer) 

       This is satisfied for, T = 200sec. 
 

03. Ans: (a) 
Sol: rb = 8 kbps 
 Coherent detection 

 f = 
2

nrb  

 Best possible n = 1 

 f = 
2

K8
 = 4K 

 To verify the options f = 4k 

 i.e. fC2 fC1 = 4K 

 (a) 20 K – 16 K = 4 K 

 (b) 32 K – 20 K = 12 K 

 (c) 40 K – 20 K = 20 K 

 (d) 40 K – 32 K = 8 K 

04.   Ans: (a) & (c) 
Sol: Non coherent detection of PSK is not 

possible. So to overcome that, DPSK is 
implemented. A coherent carrier is not 
required to be generated at the receiver. 

 
05. Ans: (c) 

Sol: In QPSK baud rate = 
2

ratebit
= 

2

34
  

        = 17 Mbps  
 
06.  Ans: (d)     
Sol:                
 
 
 
 
 

b(t) 0 1 0 0 1 
b1(t)(Ref.bit) 0 0 1 0 0 
Phase     0     

 
07. Ans: (b) 
Sol: Given  
 Bit stream 110 111001 
 Reference bit = 1 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1  1  0  1  1  1  0  0  1 
 
   1 

1  1  0  0  0  0  1  0  0 
  
 

0  0         0     

b|(t) = b(t)     Q(t) 

b(t) b|(t) 

Q(t) 

Delay 

b(t) o/p b1 (t) 

	9	
           

Objective Practice Solutions 
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08.  Ans: (d) 
Sol: rb = 1.544 × 106 
 α = 0.2 

   1
og1

r
BW

M
2

b  

        2.01
2

10544.1 6




    (∵ M = 4) 

 BW = 926.4 × 103 Hz 

 
09. Ans: 0.25 
Sol: BW = 1500 Hz 
 BW required for M-ary PSK is 

 Hz1500
16log

]1[R

2

b 


 

  Rb [1 + ] = 1500  4 = 6000 

 
4800

6000
)1(   

 Roll off factor  25.01
4800

6000
  

10.  Ans: (d) 
Sol:     

 
      
 

 Here only phase is changing.  
From options (d) is the optimum answer. 

 

 

11. Ans: (b) 
Sol: Here 16-points are available in constellation 

which are varying in both amplitude and 
phase. So, it 16QAM. 

 
12. Ans: (d) 

Sol:   1
Mlog

r
BW

2

b  

   QPSK,4M2.01
2

r
1036 b6    

 bps1060r 6
b   

 
 
 

01. 
Sol: The below circuit shows FSK generator 

using IC-555. 
      
 
 

 

 
 
 
 

 
 
 Basically the above circuit is an astable 

multivibrator, whose frequency is controlled 
by the transistor T. 

 Since a carrier is shifted between two 
different frequency and this frequency  
depends on logic state of digital input, 
hence the data transmission is said to be 
frequency shift keying technique. 

 The below figure shows wave forms when 
the binary input ‘1’& ‘0’ is applied 

 
 
 
 
 

 
 

 
 
 
 
 
 
  
 
 
 
 
 
 

Conventional Practice Solutions 

V0 

t1 t2 

T2 

For Vin = 0 T1 = ON 

C1 C2 

FSK output 
IC555 

37

4 8

VCC 

R2 

R3 

T 

R1 

Binary i/p 

6 

2 5 1 

V0 

t1 t2 

T1 

For Vin = 1 T1 = OFF 
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 When Digital 1 is applied 

  
m

211 f

1
ttT   

       1070
CR2R

45.1
f

132
m 


  (∵ Given) 

   sec1035.1CR2R 3
132

  (1) 

 
 When ‘0’ is applied 

 
s

1
2

1
12 t

1
ttT   

 ∵ 1270
CR2

45.1
f

13
s  (Given) 

 Let sec1057.0
12702

45.1
CR 3

13



    (2) 

 Let  C1 = 1F 

   
6

3

1

3

3 101

1057.0

C

1057.0
R 









  

    R3 ≃ 570 

 Substituting the value of R3 in eq (1) 

          5702
101

1035.1
R

6

3

2 



 



 

                      R2 = 210 
  The required value of R2& R3 are 210 

& 570 respectively and R1 is the current 
limiting resistor. 
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															Noise	in	Digital	Communication	
 

Chapter	
 
 
 
 

 
 
 

 
 

Noise Ratio 
 

 
01. Ans: (b) 
Sol: Signal to quantization noise ratio only 

depends on no. of quantization levels (L) 
and no. of bits per sample(n) 

 

 For sinusoidal input SQNR = 1.76+6n dB 
                                                 = 1.76 + 6×12 
             = 73.76 dB 
 

For uniform distributed signal = 6ndB  
              = 6×12 
              = 72 dB 

 
02.  Ans: (a)         

Sol: For Bipolar pulses,  

PSD =
b

2

T

|)P(ω|
. sin2 








2

Tω b  

       The zero magnitude occurs for           

      f = n/Tb.  

       The width of the major lobe = 1/Tb   
     = fb 

       (B.W)min = fb 

      Here, Data rate = nfs  

                                = 8(8 kHz) = 64 kbps 

        (B.W)min = 64 kHz   

 
03.  Ans: (c)         

Sol: Since the signal is uniformly distributed,  

f(x) = 
10

1
   for  5 x 5 

               = 0     :   else where. 

Signal Power = 


5

5

2x f(x)dx = 2volts
3

25
 

Step size = V039.0
2

10

L

V
8

pp   

Nq = mW126.0
12

2




 

Signal to noise ratio, SNR in dB is 











powerNoise

powersignal
log10SNR  

       









 3100.126

25/3
log10  

     dB48  
 

04.  Ans: (b)     
Sol: For every one bit increase in data word 

length, quantization Noise Power becomes 

4

1
th of the original. Hence, Data word 

length for n = 9 bits is, 

 L = 2n = 29 = 512 
 

05.   Ans: (c)  
Sol: VP – P = 5V to 5V 

 20logL = 43.5 

 L = 102.175 

  = 149.6 

   = 
L

VV LH 
  

       = 
175.210

)5(5 
 

  = 0.06683 

10	
           

Objective Practice Solutions 
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06.  Ans: (c)        
Sol:  
 

 

 

 

 

 

 












5

5

22 dx
10

1
x]E[XpowerSignal  

     )250(
30

1

310

1
5

5

3













x
W

3

25
  

Quantization Noise power  

= E[[X - Q(X)]2]   

dx(x)fQ(x)][x
5

5

X
2



  

       





4.9

5

2 dx
10

1
4.95)]([x   

             times).....(50dx
10

1
]4.85)([x

4.8

4.9

2  




 

              
05.0

0

2

10

1
)025.0( dxx  

           times).....(100dx
10

1
])075.0[(x

1.0

05.0

2    

     





4.9

5

0.05

0

22 dx
10

1
0.025)(x100dx

10

1
4.95)(x50  

    
0.05

0

34.9

5

3

3

0.025)(x
10

3

4.95)(x
5 







 








 






 

   ](0.025)[(0.025)
3

10
](0.05)[(0.05)

3

5 3333   

](0.025)[(0.025)
3

10
)1012510(125

3

5 3366    

)10(3.125
3

10
)1012510(125

3

5 566    

66 10
3

5.312
10

3

1250    

= 520.83333  106  











 4dB 105.23

25
log10(SNR)  

  dB42.04   

    42 dB 
 
 
 
 
 
 
 
 
 
 
07.  Ans: (b)  
Sol: E[X – Q(x)] 2  

=   
3.0

0

1

3.0

22 dx)1())7.0(X(dx)1()0X(  

  = 
1

3.0

33.0

0

3

3

)7.0x(

3

x







 









 

  = 
 

3

)4.0(

3

)3.0(

3

3.0 333

  

  = 0.198 
 
08. Ans: (b)     

Sol: Since, all the quantization levels are 
equiprobable, 

 



a

a 3

2
a

3

1
dx

4

1
   

 
 

09. Ans: (a)          

Sol: 
81

4
dx.x

4

1
dx).x(fx

3/2

3/2

2
3/2

3/2

2  


 

5 4.94.8

4.95 4.85 

0.05 

0.025 

0.1V 

0.05V

fx(x) 

10

1

x 0 

50 
levels 

100 
levels 

Rx(x)

X 

20


 

2
3


 

1 0 
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Matched Filter 
 

01. Ans: (d)     
Sol: The time domain representation of the o/p of 

a Matched filter is proportional to Auto 
correlation function of the i/p signal, except 
for a time delay    

  Rss () = 



410

0

dt)t(S).t(S  

     



410

0

66 dtτ)](t10(2π10sint).1010sin(2π    

                dtτ)10π2t10cos(4π)τ10cos(2π50

410

0

666


  

 

   = 50  104 cos(2  106)  
        The Peak is 5mV 
 
02. Ans: (b) 
Sol: The matched filter has maximum value of 

output at t = T is energy of the signal 

  
1

0

3

2

22
s dt)1(AdtAE  

          222 A2AA   
 

03.  Ans: (d)   

Sol: (SNR)0 = 
0

S

N

E
 = 

N

T.
2

B2

  

        = 
N2

TB2

 

 
 
 
 

 
04.  Ans: (b) 

Sol: Given, 

 
N

E2

N

E2

N

)t(S

N

)t(S 2s0102 1   

 T
2

B
TA

2
2     

2

B
A   

05.  Ans: (d) 

Sol:  Output of the matched filter is maximum 
which is equal to the energy in the signal 

  
1

0

2

1

2 dt)1(dtt.1E  

      21
1

0

3

t1
3

t









  

     3
41

3

1
  

 The time instant which occurs the maximum 
value is its time period T = 2 

 
06. Ans: (c) 

Sol:  Given, 

 







j

e1
)f(H

tj

 

 








j

e

j

1
)f(H

tj

 

 Applying I.F.T 

 h(t) = 0.5(sgn(t) – sgn (t – T0))        

                         










j

2
))t(sgn(F  

       = 0.5[2 u(t) – 1 – [2u(t–T0) – 1]] 
         = [u(t) – u(t – T0)] 

 We know that 

 h (t) = s(t – T) 

 Si (t) 

 
07.  Ans: (d) 
Sol: The maximum value in the output is energy 

inside the signal  
 
 
 
 
 
 
 

S(t) 

T/2 T t 

2 

0 T 

1 

t N0 

1 2 

1 

0 t 
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  
T

2
max0

2
T

dt.2tS  

       
T

2
T

dt.14   

     ]2
TT[4   

      = 2T 
 

Probability of Error 
 
01. Ans: (d)     
Sol: 
 
 
 
 
 
     
         

      
         

1r2d   
2r

(d/2)

8

π
sin   

        d0.707
2

d
r1      

 d1.307

8

π
sin2

d
r2    

 

02.  Ans: (d)     

Sol: 4-PSK, 8-PSK both have same error 
probability when both signals have same 
minimum distance between pairs of signal 
points. 

  















0

2
min

e N2

d
QP  

  


















M

π
sin

N

E2
Q2P 2

0

s
e

 

  Where Es is the average symbol energy 

 Given both constellation dmin is 
same i.e.,‘d’ 

 Average Symbol Energy:  

  
4

EEEE
)(E 4321 ssss

PSK4s


  

 Where 
ksE  is the symbol ‘Sk’ Energy 

   = (distance from the origin to the symbol 
      ‘Sk’)

2 

 2
1

2
1

2
1

2
1

2
1

PSK4s r
4

rrrr
)(E 


  

 Similarly, For 8 PSK 

 2
2PSK8s r)(E   

 
22

1

2

PSK4s

PSK8s

0.707d

1.307d

r

r

)(E

)(E















  

 In dB, 

    
2

(dB)PSK4s(dB)PSK8s 0.707

1.307
log10)(E)(E 






  

                = 5.33 dB 

    dB5.33)(E)(E PSK4sPSK8s   

     8 PSK required additional 5.33 dB 

 
03. Ans: (b) 

Sol: Constellation 1:  

s1(t) = 0 ;  

s2(t) =   2  a 1 + 2  a 2 

s3(t) = 2 2 a.1 ;  

s4(t) =  2  a 1  2  a 2  
           

Energy of S1(t) = ES1 = 0 ; ES2 = 4a2 ;  

ES3 = 8a2; ES4 = 4a2
         

Average Energy of constellation 1  

= 
4

EEEE 4S3S2S1S   = 4a2 

 

Constellation 2:  

 s1(t) = a1       ES1 = a2
 

 s2(t) = a.2      ES2 = a2  

r1 

I 

d 

Q 

r1 

r1 S1 

S4 

r2 
I 

d 

Q d/2 

r2

r28

π
S2 

S3 
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 s3(t) = a.1    ES3 = a2 

 s4(t) = a.2    ES4 = a2  

       Average Energy of constellation 2  

= 24S3S2S1S a
4

EEEE


  

       The required Ratio is 4 
 

 
04. Ans: (a) 

Sol: The distance between the two closest points 
in constellation 1 is d1 = 2a.  

The same in constellation 2,  

d2  = 2 a 

Since d1 > d2, Probability of symbol error 
for constellation 1 is lower 

 
05.  Ans: (a) 

Sol: 



 


 )1i(

m

2
t(cos

T

E2
)t(S c

b

 

  

















  )1i(

m

2
sin.tsin)1i(

m

T2
cos..tcos

T

E2
cc

b

  

      )1i(
m

2
sinEtsin

T

2
)1i(

m

2
cosEcos

T

2
c

b
t

b










 


  

      Given binary digital communication m = 2 

  cosEtcos
T

2
c

b

 

      tcos2functionbasic c  

 2
1Tb   

 

      )1i(sinE]tsin2[)1f(cosEtcos2 cc   

 
 
 
 
 
 
  Distance between two points is: 

 0)EE( 2   

 E2E4   

         Energy of the signal:  

  
bT

0

2
c )tcosA(

2

TA2

    

A
2

TA
2

2

TA
2d b

2
b

2




  

   2
1Tb                d = A 

 
06.  Ans: (c) 

Sol:  













o

b
e N

E
QP   

  
b

2
b

2

b R22

T
E





  

   = 4mV, Rb = 500 kbps, 

   No = 10–12W/Hz. 

  16
10105002

1016

N

E
123

6

o

b 



 



 

     4Q16QPe   

 

07. Ans: (d) 
Sol:  
 
 
 
 
 
 

 
 
 
 
 
 
 P(0) = 1/3; P(1) = 2/3 

 The probability of error of the symbols 0 & 

1 are not the same.  

  The intersection point of the two pdf’s is 

not the threshold of detection.  

–1 0 5 r 

1/6 

fR/1 (r)

–3 0 1 
r 

1/4 

fR/0 (r) 

( 0,E ) (– 0,E ) 

x x 
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  Assume the threshold value to be VTH  

 

 

 

  
 
 
 
 
 
 
 
 
 
 For minimum error the VTH should lie in the 

area of intersection of the 2 pdf’s.  

    1V
6

1
dr

6

1
P TH

V

1

e

TH

1







 



 

    TH

1

V

e V1
4

1
dr

4

1
P

TH

0







   

  

 Decision error probability 
           1PP0PP

10 ee   

            














3

2
V1

6

1

3

1
V1

4

1
THTH  

 
 

18

V12

12

V1
P THTH

e





  

 For minimum decision error probability,                
  –1  VTH   1  

 For VTH = –1  

 
 

6

1

12

11
BER 


 (min value) 

  Decision error probability = 1/6 
 

08.  Ans: (c)  

Sol:  The optimum threshold value is  

 

















2

2
2

2
1

1

2

21

2

2

xx

)x(P

)x(P
n

xx
x   

 x1 = 1, x2 = –1   

 P(x1) = 0.75,  P(x2) = 0.25 

 








75.0

25.0
n

2
x

2


2

2
  

 So 


x  should be strictly negative. 

 

09.  Ans: (c)  

Sol: Y = X + Z 

 Z is Gaussian RV with mean x 

 x  { –a, +a } 

 when  = 0   E[y] = E [x] + E[z] 

 E[y] = E [x] = +a 

        =  a 

 BER = Q(a) = 1   10–8 

 2

v

v

2

v 22

edue
2

1
)v(Q

 




    

 Q(a) = 1   10–8  2

a2

e


 

 a = 6 

 when  = –0.3 mean = 6   –0.3 = –1.8 

 so E (y) = E(x)+E(z)  

               = 6 – 1.8 = 4.2 
 

 so BER = Q (4.2) 2

)2.4( 2

e


  

            0001.0  

            410   
 
10.  Ans: 1.414 
Sol:  When the signal is transmitted through a 

channel BER = ]r[Q . 
 
 
 
 
 
 
 

–1 0 5 
r

1/6 

fR(r/1)

–3 0 1 
r 

1/4 

fR (r/0)

1 VTH 0 –1 
r 

 AWGN 
 Channel 2 

   

 AWGN 

 Channel 1 

+ 
X 
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  At the input of the receiver signal amplitude 
is doubled. But when two independent 
Gaussian Random Variables are added, the 
resultant random variables is also a 
Gaussian random. The pdf is the 
convolution of individual pdf’s. 

 The  variance  indicates   the   noise   power 

 But the variance is doubled.  

 Signal power increased by a factor of 
4(mean is doubled). 

  But the noise increases by a factor of 2 
  So the signal to noise increases by a factor of 2 

 So b = 2 =1.414 

 BER = ]r2[Q  = ]r2[Q  = ]r414.1[Q  

 So b = 1.414 
 
11.  Ans: (a) 

Sol:  Probability of error for an AWGN channel 
for binary transmission is given as  

  











0

d
e N2

E
QP  

 Where   
T

0

2
21d dt)t(s)t(sE  

 Given )t(g)t(s1   

          )t(g)t(s2   

     
T

0

2
d dt))t(g()t(gE  

        = 
T

0

2 dt)t(g4  

    4dt14E
1

0

2
a,d    

      dt2t2dtt24E
1

2/1

2
2/1

0

2
b,d 








   

                  
3

4

6

4

6

4
  

   
3

4
dtt14E

1

0

2
c,d    

   
3

4
dtt4E

1

0

2
d,d    

 Pe is minimum when Ed is maximum 

 Ed of signal (a) is more when compared  to 
Ed of other signals.  

     Probability of error is minimum for    
signal (a).  

 

12. Ans: (b)     
Sol: o/p Noise Power = o/p PSD  B.W 
                          = 10-20  2  106   
       = 2  10-14 W 
 Since mean square value = Power 

 
2

2


 = 2 10-14   = 107 

 

13. Ans: (d)      
Sol: When a 1 is transmitted:  
 Yk = a + Nk 

 Threshold Z = 
2

a
 = 10-6   

 a = 210-6 
For error to occur, Yk < 10-6 

      210-6 + Nk < 10-6 
                     Nk <  10-6 

P(0/1) = 




610

:dn)n(P  

           7
10

n 10with,dn.e.)5.0(

6

 




  

                    = 0.5  e-10 
 
When a ‘0’ is Transmitted:   
Yk =  Nk 

 For error to occur, Yk > 10-6 

  P(1/0) = 


610

ndP(n) 10e0.5   

Since, both bits are equiprobable, the 
Probability of bit error  

= 
2

1
 [P(0/1) + P(1/0)] 

  = 0.5  e-10 
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14. Ans: (a)     
Sol: P(0/1) = P(1/0) = p   

 P(1/1) = P(0/0) = 1 p. 
       Reception with error means getting at most 

one 1.  
        P(reception with error)  
                    = P(X = 0) + P(X = 1)   

= 
0C3 (1p)0 p3  + 

1C3 (1 p)1p2  

= p3 + 3p2(1 p) 
 

 

15.  Ans: (d) 
Sol:  p = probability of a bit being in error = 10–3 

q = probability of the bit not being in error 
 = 1 – p = 1 – 10–3 
 = 0.999 

  (1)  Total number of bits = 10; 
Pe = probability of error  
     = 1 – P(X = 0) 
P(X = 0) = Probability of no error  
Pe= ])101()10(C[1 10303

0
10    = 0.00995 

  (2)  Total number of bits = 100  
])101()10(C[1P 100303

0
100

e
   

   = 0.0952 
  (3)  Total number of bits = 1000 

)]999.0()10(C[1P 100003
0

1000
e

  

Pe = 0.632 
 

  (4)  If total number of bits = 10, 000 
  ])999.0()101)(C[(1 000,1003

0
000,10   

  = 0.9999 
Conclusion: As the number of bits 
increases, the probability of error increases 
and it approaches unity.   
 

16. Ans: (a) 
Sol: Higher modulation techniques requires 

more power i.e., to achieve same probability 
of error, bit energy has to be increased.                
So, power also increased. 

 

17. Ans: (a) 
Sol: Higher modulation techniques requires 

more power i.e., to achieve same probability 
of error, bit energy has to be increased.                
So, power also increased. 

18.    Ans: 0.125  
Sol:  
 
 
 

 
 
 

      





 














 0

1x

R
P1xP0

1x

R
P1xPEP  

 = 0.5P(x+N>0) + 0.5 P(x+N<0) 

             = 0.5 P(–1+N>0) + 0.5P(1+N<0) 

             = 0.5 P(N>1) + 0.5P(N<–1) 

   









4

1

2

1
5.01

4

1

2

1
5.0  

 125.0
8

1
  

 
19. Ans: –0.5 

Sol: x = {–0.5 , 0.5} 

 P(x = – 0.5) = ¼, P (x = 0.5) = 3/4  

   

  

 

 

 Pe in the overlap region – 0.5 <  < 0.5 

    5.0
2

1

4

3
5.0

2

1

4

1
Pe 






  

    





 

8

1

8

3

8

5.1

8

5.0
 

     
8

2

8

2
 

  Pe is minimum for  = – 0.5 

P(N<–1) 

fN(n) 

P(N>1) 

–2 –1 1 2 

0.5 
1/4 1/4 

n 

0.5 –1.5 

1.5 –0.5 

1/2 

y 
1/2 









 5.0x

y
f

 








 5.0x

y
f

 

 
–0.5 

 
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01.  
Sol:  The pdf’s of received symbol are given as  
 
 
 
 
 
 
 

 


















1

2

2

1
e s

s
p

2

1

s

s
p

2

1
p  

 








2

1

s

s
p  probability that s2 is sent and s1 is 

received. 

 








1

2

s

s
p  probability that s1 is sent and s2 is 

received. 

 
2

1
1.0

s

s
p

1

2 







 

 
2

1
1.0

s

s
p

1

2 







 

 
2

1

2

1
1.0

2

1
1.0

2

1
pe   

      05.0
2

1
2

2

1
1.0   

 The optimum threshold is considered to be 0 

 
02. 
Sol:   a1 = 1 
  a2 = 1 
   (a)  The symbols are given to be equiprobable 
   The decision threshold 

  0 = 
2

aa 21   = 
 

0
2

11



 

   According to optimum decision rule: 
  Threshold value 
  0 = 0 

   (b)  Pe = Q 







2

aa 21  

  Given Variance 
  2 = 0.1 
    = 0.3162 

  Pe = Q
 









3162.02

11
 

  Pe = Q  162.3  
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	Information	Theory	&	Coding	
 

Chapter	
 

 
 
 

 
 
 

 

01.  Ans: (b) 

Sol: Huffman encoder is the most efficient 

source encoder  

  

 

 

L  = 10.5 + 20.25 + 20.25  

    = 1.5 bits/symbol 

Average bit rate  = 3000  1.5  

        = 4500 bps 
 

02. Ans: (c) 
Sol: Assuming all the 64 levels are 

equiprobable, H = 64log2  = 6 bits/pixel 

Total No. of pixels = 625  400  400  

       = 100 M pixels /sec  

Data rate = 6 bits/pixel100106 pixel/sec   

= 600 Mbps 
 

03. Ans: (b)     

Sol: C = B log (1+
N

S
) 

Since 
N

S
 1. 1+

N

S
  

N

S
 

 C1 = B log 
N

S
 

    C2 = B log (2.
N

S
)  

          = B log2 + B log (
N

S
) = C1 +B 

04.  Ans: (b) 

Sol: Given 

 B. W = 3 kHz 

 SNR = 10dB 

 10 log10 (SNR) = 10 

   SNR = 10| = 10 

 Number of characters = 128 

 Channel capacity = B log2 





 

N

S
1  

       = 3  103 log2(1 + 10) 

       = 10378bps 
 
05.  Ans: (b) 

Sol: Number of characteristics can be sent 

without any error cps.1482
7

c

Mlog

c

2

   

 
06. Ans: (c) 
Sol: 
 

 

 
 

 
 
 
 
 

 

 
 C = Blog2(1+

N

S
) 

 





 

 nB

S
1logB

S

n

n

S
LimCLim 2
BB

 

 elog
n

S
CLim 2

B



 

n/2 

Ideal 
AWGN 

n/2 

B B 

11	
           

Objective Practice Solutions 
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 (
n

Lim xlog 









Q

1
1  = loge) 

 
n

S
44.1CLim

B



 

 
07.  Ans: (b) 

Sol: Max. entropy = 512512  8log2   

       = 786432 bits  

 
08.   Ans: (d) 

Sol: Maximum entropy of a binary source: 

 Mlog/)x(H 2max   

 2log/)x(H 2max   = 1 bit/symbol 

 

 

09. Ans: 0.4 

Sol:  
)0y(P

)0y,1x(P

0y

1x
P















 

        







































0x
0y

P)0x(P
1x
0y

P)1x(P

1x
0y

P)1x(P
 

        

7

6
2.0

7

1
8.0

7

1
8.0




   

        = 0.4 
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Y1= 0 

 

X

i   

P

(

X

i

)   

C

O

 

 

01.  
Sol:  Given  k = 20, t = 1 

 









t

0i

kn2
i

n
 (Hamming Bound) 

 













1

0i

20n

i

n
2  

    
 











1

0i !1!1n

!n

!0!0n

!n

i

n
 

          
 
  n1

!1n

!1nn

!n

!n





  

 n12 20n   

          n1log2log 20n   

  n1log6n3.0   

 Given K = 20 so n should be  20. 
 By trial & error method n  25. 
  Kn m (number of parity bits) 
 m = 25 – 20 = 5 
  Five Hamming bits are required. 
 
02.             
Sol: Huffman coding: 
 
 
 
 
 
 
 
 
 
 
 

  

 Entropy H(X) = 
6

1i



Pi log2 
iP

1
 

     
           = 222 log15.0)25.0(log25.0)30.0(log30.0[  (0.15) 
                           + 0.12 log2 (0.12) + 0.10log2(0.10) + 0.08 log2(0.08)] 
               = 2.42 bits/messages  

Conventional Practice Solutions 
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  Average length ( L ) = 


6

1i

Pi xi 

                       = 0.3   2 + 0.25   2 + 0.153 + 0.123 + 0.10 3 + 0.08 3. = 2.45 

 Efficiency () = %7.98100
45.2

42.2
100

L

)X(H
   

   Redundancy = 1  = 1  0.9877 = 0.0122 
 
03.  
Sol: Shannon Fano Algorithm: 

1) List the source symbols in the order of decreasing probability. 
2) Partition the set into two sets, that are as close to equiprobable as possible, and assign ‘0’ to 

the upper set and a ‘1’ to the lower set. 
3)  Continue this process, each time partitioning the sets with as nearly equal probabilities as 

possible, until further partitioning is not possible.  

 
Symbol Probability P(xi) Code word No. of bits 

X1 1/2 0 1 

X2 1/8 100 3 

X3 1/8 101 3 

X4 1/16 1100 4 

X5 1/16 1101 4 

X6 1/16 1110 4 

X7 1/32 11110 5 

X8 1/32 11111 5 

 

    Entropy H(x) = 2

8

1i
i logP

 iP

1
  bits/symbol 

 

                          =
2

1
log2 2 + 16log

16

1
8log

8

1
8log

8

1
222  + 32log

32

1
16log

16

1
16log

16

1
222   

                          32log
32

1
2      

                  
                         = 2.3125 bits/ symbol 
   

Average length 

  L  = 5
32

2
4

16

3
3

8

2
1

2

1
    

             = 2.3125 bits/ symbol 
 

 Efficiency () = 100
L

)X(H
  

      = 100% 
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04.  
Sol: Conditional Entropy  

The input probabilities - P(xi),  
  output probabilities - P(yj),  

 transition probabilities - 








i

j

x

y
P , 

 joint probabilities - P(xi, yj).  

 H(x) is the average uncertainty of the channel input.      



m

i
ii xPxPXH

1
2log  

      H(y) is the average uncertainty of 
 the channel output 

      



n

j
jj yPyPYH

1
2log  

 The conditional entropy can be given as 

    














m

1i j

i
2ji

n

1j y

x
Plogy,xPY/XH  

 The conditional entropy H(x/y) is a measure of the average uncertainty about the channel               
input after the channel output has been observed. H(x/y) is sometimes called the equivocation            
of x w.r.t y. 

    
 











m

1i

n

1j i

j
2ji x

y
Plogy,xPX/YH  

 The conditional entropy H(Y/X) is average uncertainty of the channel output when x was 
transmitted and y was received.     

 Redundancy: Redundancy is the number of bits used to transmit a message minus the number of 
bits of actual information in the message. Informally, it is the amount of wasted "space" used to 
transmit certain data. Data compression is a way to reduce or eliminate unwanted redundancy, 
while checksums are a way of adding desired redundancy for purposes of error detection when 
communicating over a noisy channel of limited capacity 

 The combined role of the channel encoder and decoder is to provide reliable communication over a 
noisy channel. This is done by introducing redundancy in the channel encoder and exploiting in the 
channel decoder to reconstruct the original encoder input as accurately as possible.  

 In source coding, we remove redundancy, where as in channel coding we introduce controlled 
redundancy. Because of redundancy, we are able to decode a message accurately without errors in 
the received message.  

 For example to the code words 0001 if we add a fifth pulse of positive polarity to make a new code 
word 00011. Now the number of positive pulses is 2 (even). 

 If a single error occurs in any position, this parity will be violated. The receiver knows that an 
error has been made and can request retransmission of the message. It can detect an error, but 
cannot locate it. 

 Redundancy =1 – Efficiency              

       = 1 – 
L

)x(H
1  
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Given 
8

3
P0  ;   

8

5
P1  ;      

   





8

5

8

3
XP   

 
4

3

0

1
P 








  , 
16

1

1

0
P 








;   

 
16

15

1

0
P1

1

1
P 















 

 
4

1

0

1
P1

0

0
P 















 

 

2216

15

16

1
4

3

4

1

1

0

x

y
P

10

























  

 

 
 
















 m

1i

n

1j i

j
ji x

y
Plogy,xP

X

Y
H  

             















 

 

i

ji

j
i

m

1i

n

1j

x

y
P

1
log

x

y
PxP  

   
































1

0
P

1
log

1

0
P.1P

0

1
P

1
log

0

1
P.0P    

































1

1
P

1
log

1

1
P.1P

0

0
P

1
log

0

0
P.0P  

1

16
log

16

1
.

8

5

3

4
log

4

3
.

8

3


15

16
log.

16

15
.

8

5

1

4
log

4

1
.

8

3
  

          



  4log

4

1

3

4
log

4

3

8

3




  16log

16

1

15

16
log

16

15

8

5
 

           = 0.515  
 

          1Plog1P0Plog0PXH   

          



 

8

5
log

8

5

8

3
log

8

3  

      423.0530.0   
                  953.0         

Redundancy  XH
X

Y
H

1








 %96.45
953.0

515.0
1   
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05.  
Sol: 

   i) Amount of Information per symbol   symbol/bits
P

1
logPXH

i
2

m

1i
i



  

  
 
 
 
 
 

 
 

          16log
16

1
8log

8

1
4log

4

1
2log

2

1
2222  128log

128

1
128log

128

1
64log

64

1
32log

32

1
2222   

         



 

128

7

128

7

64

6

32

5

4

1

8

3

2

1

2

1
   

        109.0093.0156.025.0375.05.05.0   
  = 1.983 bits/symbol. 
  
  ii)   Probability of occurring ‘0’ is  

           



  0

128

1
1

128

1
1

64

1
2

32

1
1

16

1
2

8

1
2

4

1
3

2

1

3

1
0P  

       



 

128

1

64

1

16

1

16

1

4

1

2

1

2

3

3

1
 

     )107.80.0156250.06250.06250.250.5(1.5
3

1 3-  

       =   8.0398.2
3

1
  

    Probability of occurring ‘1’ is  
    1  P(0) = 1  0.8  
     = 0.2 
  

  iii)  Average length of the code  

 ( L ) 



8

1i
ii xP = 

765

256
 = 2.988 bits/symbol 

                = 3
128

1

128

1

64

1

32

1

16

1

8

1

4

1

2

1




   

                3
108.7108.7015625.0

03125.00625.0125.025.05.0
33
















 

        = 2.999  3 
 

         Efficiency of the code ( ) =
 

100
L

xH
 100

3

983.1
 %10.66  

Y1= 0 

1 P 

1 P 

1 P 

1 

1 

1 P 
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  iv) Shannon Fano coding: 
 

Symbol Probability Code No. 
A1 1/2 0 1 

A2 1/4 10 2 

A3 1/8 110 3 

A4 1/16 1110 4 

A5 1/32 11110 5 

A6 1/64 111110 6 

A7 1/128 1111110 7 

A8 1/128 1111111 7 

 

   v)  Average length of the code: 

    























128

7

128

1
7

64

1
6

32

1
5

16

1
4

8

1
3

4

1
2

2

1
1

L new
 

           = 1.98 bits/symbol.  
 

New Efficiency 

     
 

  100
L

xH

new

new  %100100
98.1

98.1
 . 
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01. 
Sol: 

Data word Code word 
0 
0 
0 
0 
1 
1 
1 
1 

0 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
1 
0 
1 
0 
1  

0 
1 
1 
0 
0 
1 
1 
0 

0 
1 
1 
0 
1 
0 
0 
1 

0 
0 
1 
1 
1 
1 
0 
0 

0 
0 
0 
0 
1 
1 
1 
1 

0 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
1 
1 
0 
1 
0  

 

  From this code we can see that the distance between any two code words is at least 3.  

  Hence dmin = 3 

  
 

02.   
Sol:  

 (a)   






















PI

101100

011010

111001

G

k

   &  





























100

010

001

101

011

111

HT  

 

 

 
 (b) 

Data word Code word 
0 
0 
0 
0 
1 
1 
1 
1 

0 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
1 
0 
1 
0 
1  

0 
0 
0 
0 
1 
1 
1 
1 

0 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
1 
0 
1 
0 
1 

0 
1 
1 
0 
1 
0 
0 
1 

0 
0 
1 
1 
1 
1 
0 
0 

0 
1 
0 
1 
1 
0 
1 
0  

 
 (c)   The minimum distance between any two code words is 3. Hence, this is a single error correcting 

code. Since there are 6 single errors and 7 syndromes, we can correct all single errors and one 
double error.  

	

	

Error	Correcting	Codes	
	

12	Chapter	

Conventional Practice Solutions 
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  (d)  

E S 
1 
0 
0 
0 
0 
0 
1 

0 
1 
0 
0 
0 
0 
0 

0 
0 
1 
0 
0 
0 
0 

0 
0 
0 
1 
0 
0 
1 

0 
0 
0 
0 
1 
0 
0 

0 
0 
0 
0 
0 
1 
0  

1 
1 
1 
1 
0 
0 
0 

1 
1 
0 
0 
1 
0 
1 

1 
0 
1 
0 
0 
1 
1  

  
 
 
 
 

  s = eHT  
 
  (e) 
 

r s e c d 

1 
0 
1 

0 
0 
0 

1 
0 
1 

1 
1 
0 

0 
1 
1 

0 
0 
0  

1 
1 
0 

1 
1 
0 

0 
0 
0  

0 
0 
0 

1 
1 
0 

0 
0 
0 

0 
0 
0 

0 
0 
0 

0 
0 
0  

1 
0 
1 

1 
1 
0 

1 
0 
1 

1 
1 
0 

0 
1 
1 

0 
0 
0  

1 
0 
1 

1 
1 
0 

1 
0 
1  

  
 
 
  

03.  
Sol: 
  (a) 

Data word Code word 
0 
0 
1 
1 

0 
1 
0 
1  

0 
0 
1 
1 

0 
1 
0 
1 

0 
1 
1 
0 

0 
1 
0 
1  

 

  
 The minimum distance between any two code words is dmin = 4. Therefore, it can correct all               

1-error patterns. Since the code over satisfies hamming bound it can also correct some 2-error and 
possibly some 3-error patterns.  

 
 
 

  (b) 





























1000

0100

0010

0001

1101

0111

HT  and s = eHT 
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2 triple- error patterns 

7double- error patterns 

6 single- error patterns

e s 
1 0 0 0 0 0 1 1 1 0 
0 1 0 0 0 0 1 0 1 1 
0 0 1 0 0 0 1 0 0 0 
0 
0 
0 
1 
1 
1 
1 
1 
0 
0 
0 
0 

0 
0 
0 
1 
0 
0 
0 
0 
1 
1 
0 
0 

0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
1 

1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
1 
1 

0 
1 
0 
0 
0 
0 
1 
0 
0 
1 
1 
0 

0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
1 
1 

0 
0 
0 
0 
0 
1 
1 
1 
0 
1 
0 
1 

1 
0 
0 
1 
1 
0 
1 
1 
0 
0 
1 
1 

0 
1 
0 
0 
1 
1 
0 
1 
1 
0 
1 
0 

0 
0 
1 
1 
0 
0 
0 
1 
1 
1 
1 
1 
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			Optical	Fiber	Communication	Chapter	 
 
 
 
 
 

 
01. Ans: (d) 
Sol: NA = 0.25 

 
V

C
n 2   

 

r

2 C
C

n



  

 4375.2n r2    

 n2 = 1.56 

 2
2

2
1 nnNA   

 2
2

2
1

2 nn)NA(   

 2
2

2
1 nNAn   

          4375.2)25.0( 2   

            5.2
4

10
  

 

02. Ans: (d) 

Sol: Number of modes M = 
22

V2




 

                                   =
2

)NA(
a2

2

1 2














 

 Here a = core radius 
               = wavelength 
                 = refractive index profile.  
 
   

03. Ans: (b) 
Sol: Power loss = 0.25dB/km 
 For 100km, the power load = 100 × 0.25 
         = 25 dB 
 

 The optical power at 100km  
   = 10 log0.1×10–3 – 25 
                 = –65 dB 

 In dBm  
  –65 dB + 30 = –35 dBm. 
 
04. Ans: (c) 
Sol: Numerical Aperture is used to describes 

light gathering (or) light collecting ability of 
an optical fiber. 

 
05. Ans: (c) 
Sol: The refractive index of the cladding material 

should be less than that of the core. 
 
06. Ans: (d) 
Sol: Fibers   with    higher    numerical   aperture 

exhibit greater losses and lower bandwidth.  
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01.  
Sol: Core diameter  (d) = 50 m 
  Core radius (a) = 25 m 
              NA = 0.2 
 Wave length    = 1 m 

 NA
a2

V



  

    2.0
10

10252
6

6




 



 

 41.31   
For a graded index fiber with a parabolic refractive index profile generally  = 2  
The Total number of guided modes propagating in the fiber is 

     
2

V

2
M

2

g 


  

      
 

4

41.31

4

V 22

  

      246  
 

02.  
Sol:   Given 

Core refractive index      n1 = 1.55 

Cladding refractive index  n2 = 1.51 

       Wave length    = 0.80 m 

     Core diameter   d = 50 m 

 Core radius  a = 25 m 
 

V number 2
1

)nn(
a2 2

2
2

1 



   

                22

6

6

51.155.1
108.0

10252





 



 

          = 68.69 
 

Approximate number of modes it will propagate  

          2359
2

V
M

2

  

Conventional Practice Solutions 
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03.  
Sol:  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 Fig:  Comparison of conventional single-mode and multimode step-index and graded index optical 
fibers with ray transmission 

 
 
 
 
 
 
 
 
 

 
 Fig: Meridional ray optics representation of the propagation mechanism in an ideal step-index 

optical waveguide 
 

 Given core refractive index n1 = 1.46 
          Core radius a = 4.5 m 

Relative index difference  = 0.25 % 

 0025.0
100

25.0
  

         Cut off wave length c, the V number = 2.405 

 



 2n
a2

V 1
c

c  

0025.0246.1
105.42

405.2
c

6








  nm1213m213.1c   

n2 cladding 

Reflected ray 

n1 core 

n2 cladding 

Reflected ray 

Acceptance cone 

Entrance rays 

n < n1 

0 

 
 

Fiber cross section and Ray Paths 

Single-mode step-index fiber 

Multimode-step-index-fiber 

Multimode graded index-fiber 

n2 
n1 

2a 

n2 

n2 

n1 

n1 

2a 

r = a 
r   r = 0 

Typical  
dimension 

125m 
cladding 

8-12m 
(core) 

125-400m 
(cladding) 

50-200m 
(core) 

50-100m 
(core) 

125-140m 
(cladding) 

Index Profile 
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